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An essential component of a Fully Distributed Processing System

(FDPS) is the distributed and decentralized control. This component

unifies the management of the resources of the FDPS and provides system

transparency to the user. In this dissertation the problems of

distributed and decentralized control are analyzed and fundamental

characteristics of an FDPS executive control are identified. Several

models of control have been constructed in order to demonstrate the

variety of resource management strategies available to system designers

and provide some insight into the relative merits of the various

strategies. The performance of four control models has been analyzed by

means of simulation experiments.

A partitioned management strategy is utilized in the first

control model. In this model a global search is enlisted in order to

locate all resources required to satisfy a user request. The second

model of control maintains a central directory of all resources. All

requests for resources must be handled by the node possessing the

central directory. The third model differs from the first model in the

technique used to locate available resources. In the third model a

search of the resources available at the local node is conducted before

any global search. Only if all resources cannot be found locally is a

global search conducted. The fourth model of control maintains

identical, redundant resource directories on all nodes vith access to
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the directories provided in a serial fashion by passing a special mes-

sage called the control vector among the nodes. Modifications made to a

directory by the holder of the control vector are transmitted to all

other nodes.

Four groups of simulation experiments were conducted in order to

study the behavior of the control models in a distributed processing

environment. The first group of experiments examined the behavior of

Jobs accessing local files while the second group investigated the

behavior of jobs remotely accessing files. The third group of

experiments studied jobs not requiring file access and possessing small

service times were studied. A mixed population of two different types

of jobs was analyzed in the fourth group of experiments. The two types

of jobs corresponded to those used in the second and third group of

experiments.

In the first group of experiments the average work request

response times approached a constant value, which was similar to the

value obtained with a single node simulation as the communication band-

width increased. The results of the first two groups of experiments

indicated little difference in the performance of the various models.

The third group of experiments, though, provided a clear distinction

among values for average response time for the various models with a

relative ordering from smallest to largest average work request response

time as follows: model 2, model 3, model 1, model 4. As the communica-

tion bandwidth was increased the distinction between the first three

Georgia Institute of Technology FDPS Control
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models dininished, but the value for average work request response tine

for model 4 remained consistently higher than for the other models.

Finally, In the fourth group of experiments the average work request

response times for the short jobs increased as the fraction of jobs

accessing remote files was Increased.
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Section 1 INTRODUCTION Page 1

SECTION I

INTIODOCTION

Technological advances in oonmunications have made feasible the inter-

connection of multiple computers and created the problem of managing the

numerous resources provided by the individual systems so as to make them

accessible to all users regardless of their point of entry into the

distributed system. Solutions to the control problem for uniprocessors are

not directly applicable to distributed processing systems due to the

distributed nature of the resources. Thus, it is necessary that new resource

management strategies, hereafter referred to as control strategies, be

designed for distributed processing systems.

A number of distributed processing systems have been constructed each

using a different control strategy (see Chapter II), but no comprehensive

study of the control problem has been undertaken. This dissertation analyzes

the problem of process control in a distributed processing system. Fun-

damental characteristics and functional requirements of the control are

identified, and, from these, a number of models of control are developed to

help visualize the variety of control strategies available to system

designers. Finally, the performances of the various control models are

analyzed by means of simulation experiments, and the models are evaluated on

the basis of the performance results as well as certain qualitative features.

This dissertation is concerned with a particular class of distributed

processing systems, "Fully Distributed Processing Systems (FDPS)." For a

system to be classified as an "FDPS," it mst f Uossess£A LUf of the follow-

ing characteristics:

1. Multiplicity of resources

2. Component interconnection with two-party, cooperative protocols

3. Unity of control
4. System transparency

5. Component autonomy

The first characteristic requires that an FDPS be composed of a mul-

tiplicity of "general-purpose" resources. They must all be freely assigned on
a short-term basis to various system tasks as required (hardware and software

Georgia Institute of Technology FDPS Control
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processors, shared data bases, etc.). The second characteristic is that the

active components in the FDPS must be physically connected by a communication

network(s) utilizing two-party, cooperative protocols to control the physical

transfer of data (i.e., loose physical coupling).

The FDPS must also possess an executive control that defines and sup-

ports a unified set of policies governing the operation and utilization of all

physical and logical resources. In addition, the executive control must

provide system transparency. Users must be able to request services by

generic names without being aware of their physical location or the fact that

multiple copies of the resources may exist. (System transparency is designed

to aid rather than inhibit and, therefore, can be overridden. A user who is

concerned about the performance of a particular application can provide

system-specific information to aid in the management control decisions.)

Finally, both the logical and physical components of an FDPS should

interact in a manner described as "cooperative autonomy." [Ensl78] This means

that the components operate in an autonomous fashion requiring cooperation

among processes for the exchange of information as well as for the provision

of services. In a control environment observing the rules of cooperative

autonomy, the components reserve the ability to refuse requests for service,

regardless of whether the service request involves execution of a process or

the use of a file. This could result in anarchy except for the fact that all

components adhere to a common set of system utilization and management

policies expressed by the philosophy of the executive control.

The primary task of the FDPS control is the management of system resour-

ces. This includes both physical resources (e.g., processors, memory, disks,

tape drives, and printers) and logical resources (e.g., processes and files).

Most methods of control currently utilized in uniprocessors and multiproces-

sors are inherently centralized and are based on the premise that all proces-

ses share a coherent and deterministic view of the entire system state

[Jens78]. Many researchers (see for example [Ensl78, Jens78, LeLa79]) argue

that a distributed and decentralized approach to control will be necessary in

order to realize the advantages (e.g., extensibility, integrity, and per-

formance) that are potentially available with the distribution of multiple

resources.

Georgia Institute of Technology FDPS Control



Section 1 INTRODUCTION Page 3

"Distributed control" is characterized by having its executing com-

ponents physically located on different nodes. This means there are multiple

loci of control activity. "Decentralized control" means that control

decisions are made independently by separately executing control components.

In other words, there are multiple loci of control decision making.

Therefore, a distributed and decentralized control has active components

located on different nodes, and those components are capable of making

independent control decisions.

The problem of control within an FDPS has been the subject of three

papers [Sapo80], [Ensl8la], and [Enal8b]. In [Sapo8o] a specific model of

control is described. [Ensl8la] contains an analysis of the FDPS control

problem including the identification of design alternatives for an FDPS

executive control and the specification of several models of control. In

[Ens181b] the models of control described in [Ensl8la] are further refined,

and an analysis of the relative performance of the models is conducted using

simulation techniques.

The purpose of this dissertation is to conduct a detailed analysis of

the problem of controlling an FDPS with special emphasis given to distributed

and decentralized techniques. In Chapter II, the control strategies used by

other researchers in their distributed processing systems are examined to

provide an appreciation for the variety of control strategies available to

system designers. The fundamental characteristics of FDPS control are

presented in Chapter III. Utilizing the design alternatives presented in

Chapter III, several models of control are constructed and described in Chap-

ter IV. In Chapter V, the method of performance analysis utilized in this

work (i.e., simulation) is explained. This includes a description of both the

simulator and the basic environment applicable to each of the simulation

experiments. A description of each simulation experiment along with a

presentation of the results is provided in Chapter VI. The simulation results

are analyzed with the aid of analytical models in Chapter VII. In chapter

VIII, the control models described in Chapter IV are evaluated on the basis of

their performance (as demonstrated via the simulation experiments) and various

qualitatively evaluated features. Finally, conclusions, recommendations, and

a discussion of possible future research are presented in Chapter IX.
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SECTION 2

BACKGROUND

Distributed processing systems have been in existence since the late

1950's, when the National Bureau of Standards developed the PILOT system

(Lein58]. With few exceptions, nearly all systems developed unt!l the late

1970's were either uniprocessors or tightly-coupled multiprocessors. Control

in both of these types of systems is made possible through the use of highly

centralized techniques based on the premise that all processes share a

coherent and deterministic view of the entire system state [Jens78]. The

consistency of this view and the resulting control activities is enforced by a

unique, lower level entity. Examples of such low-level entities are monitors

[Hoar74 and memory access control hardwae.

Two examples of multiprocessor systems are the C.mmp [Wulf72, Wulf8l]

and the Cm* (Swan76a,b] systems, both of which were developed at Carnegie-

Mellon University. C.mmp consists of a number of processors each possessing a

local memory. All processors are connected to a common memory. The operating

system for C.mmp consists of the kernel called HYDRA, which provides a set of

mechanisms for building an operating system, and a standard extension, which

implements a set of standard operating system functions (e.g., scheduler and

file system). The information needed to conduct standard operating system

functions is maintained in shared tables.

Cm* consists of a number of processors each possessing a local memory,

but Cm' does not possess a common memory to which all processors are directly

connected; instead, each processor possesses the capability of directly

addressing the local memory of all other processors. This is achieved through

special switches called Kmap's. Processors are collected into clusters with

all processors of a cluster connected to a single Kmap. The Kmap's are inter-

connected in order to provide access between clusters. The Kmap is a very

intelligent switch which determines if an addressed entity resides within its

cluster or exists in another.

Two experimental operating systems have been developed for Cme, StarOS

[Jone79a] and Medusa [Oust8Oa,b]. Both of these operating systems utilize

control strategies that involve the partitioning of resources and activities.

Georgia Institute of Technology FDPS Control
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This partitioning is static and occurs during system initialization. Each

operating system is constructed as a "task force" [Jone79b]. A task force

consists of a group of processes cooperating and communicating to achieve a
goal. Centralized tables are utilized to hold control information used by the

processes of the operating system's task force.

A number of loosely-coupled distributed processing systems have been

proposed, and several have actually been implemented. For most of the

systems, the control strategy that is utilized falls into one of the following

four categories:

1. Autocracy

2. Sequential

3. Hierarchical

4. Partitioned

An autocracy contains a single entity that unilaterally formulates and

executes all decisions on all resources. With the sequential strategy, all

activities are performed by one manager for a period of time and then by the

next manager in succession. Another strategy is to establish management in a

hierarchical manner in which managers at a given level supervise a set of

managers at the next lower level. The top level may possibly contain more
than one manager. Finally, there is the partitioned control strategy, in

which resources are partitioned and separate managers are assigned to each

partition.

There are a number of proposals for systems that utilize an autocratic

form of control. The KOCOS system [Aiso75] is composed of a number of

processor-memory pairs connected to a common bus via bus interface units.

Control of system resources is centralized in the system scheduler which is

present on only one of the processors. Control of a dynamic process is given

to the local operating system that resides on the processor in which that

process resides. A local operating system resides on every processor except

the one containing the system scheduler.

A similar proposal for managing resources in a distributed processing

system has been made by Lunn [Lunn8l]. This system contains a "local

available resource directory" (LARD) and a 'total active resource directory"

(TARD). A LARD is located on each node of a aystem. It contains the resour-
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ces currently available at the node. All active LARDs maintain between them-

selves the TARD whion contains information concerning all resources in the

system. The manager of the TARD resides at a single node. To locate a

resource, a process issues a request to its LARD which searches locally. If

the resource is not found locally, the LARD forwards the request on to the

TARD. Therefore, all nonlocal references will be resolved by h single

centrally located component, the TARD.

A slightly different approach which can still be classified as an

autocracy is the Cambridge Ring [Wilk8O]. This system is composed of a number

of processor-memory pairs connected in a ring. For each class of resources, a

single manager (called a server) is assigned. Each server has exclusive use

of a processor and must provide management services for all resources of a

given type that are a part of the system. Examples of the servers include the

file server (provides file management), name server (maps names to network

addresses), printing server (provides access to printers), and time server

(supplies the current date and time).

Another basic control strategy that has been proposed for some

distributed processing systems is the 'sequential approach." An example of a

system utilizing this approach is the ARAMIS Distributed Computer [CabaTga,b].

The nodes of this system may be physically interconnected in any manner, but

they are logically connected in a loop. Multiple, redundant copies of

management information for sharable resources are maintained on each node. In

addition, there is a manager on each node which provides access to sharable

resources for the users attached to that node. The managers operate in a

serial fashion in order to preveat access conflicts to the redundant

management information. A special message called the control vector (CV) cir-

culates around the virtual loop to control the serial operation of the

managers. The node which holds the CV is permitted to update its local copy

of the management information (i.e., allocate and deallocate resources). The

updates made by the manager are packaged in a message called the update vector

(UPV), which is passed around the loop allowing the other managers to bring

their copies of the management information into a consistent state. Once the

UPV returns to the manager that originally created it, the CV is sent to the

next node.

Georgia Institute of Technology FDPS Control
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The Delta distributed transaction processing system [LeLa81] utilizes a

similar scheme for providing conourrency control. A control token circulates

on a virtual ring carrying a sequencer which delivers sequential and unique

integer values called tickets. The tickets are utilized to timestamp transac-

tions. Once tickets have been selected by the manager at a particular node,

the control token is transmitted to the successor node.

A hierarchical control strategy has been proposed in a number of systems

including the Stony Brook Multicomputer [Kieb8l, Muke79]. Three types of

nodes compose this system, G-nodes, T-nodes, and P-nodes. The G-node is the

root node. It supports a global file system and manages mass storage devices

for the entire system. Each T-node supports an individual transaction file

system serving the P-nodes to which it is connected. User applications are

run at the P-nodes which are organized in a tree with strict superior-

subordinate relationships. A superior P-node processor can preempt the

activity of one of its subordinate nodes. A user interface program running on

the G-processor assigns tasks to the root P-processor. This processor can

assign the tasks to its subordinates who can do the same. Thus, a hierarchy

of control is established.

The 1-tree system [411181] consists of a network of nodes organized in a

tree topology. Devices are attached only to the leaf nodes. Objects (e.g.,

data, programs, processes, directories, files, and ports) are the basic

addressable units in X-tree. All objects, with the exception of ports and

processes, reside only at the leaf nodes. An object's address consists of a

global node address (the address of the node on which the object resides) and

a local node address (the address of the object within the node).

The X-tree Operating System (10S) Is composed of five major modules: 1)

the microcoded kernel, 2) the capability manager, 3) the object manager, 4)

the directory system, and 5) the comand interpreter. Every process can

notentially access any object in the system regardless of its location because

X08 provides a consistent and equivalent view of the address space to all

nodes. Access to objects is controlled by the object manager. Object

managers residing at leaf nodes provide access to and management of the

objects resident at that node. Non-leaf object managers simply act as agents

by forwarding requests for objects to the appropriate leaf nodes. The
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implementation of the object managers appears to be one of the few functions

in which the implementation is a direct consequence of the tree topology of

the network. Host other functions appear to be implemented with identical

copies resident at each node.

Another system based upon a hierarchical organization is the MICRONET

system [Witt79, Witt80]. MICRONET is a packet switched network of loosely-

coupled LSI-11's which are interconnected by 0.5 Mbyte/sec shared communica-

tion busses. Each computer module can access two of the many busses which are

passive and function with decentralized control much like Ethernet (Metc76).

Nodes consist of a host and a communication computer.

MICROS, the operating system for MICRONET, utilizes a hierarchical

control strategy. The nodes of the highest level of the hierarchy form the

oligarchy; the nodes which make the middle levels are called managers; and the

nodes of the lowest level are called workers. No single node controls the

network; instead, the highest level of management is composed of a global

control oligarchy consisting of several nodes. The members of the oligarchy

exchange summary information with each other in order to preserve information

in the event of a hardware failure. Subordinate nodes provide summary

information to their immediate supervisors. This information includes a list

of their immediate subordinates. Thus, if a node is lost, its supervisor can

replace that node with one of the lost node's subordinates and as a result

preserve the hierarchical structure of the network. The lowest level of the

hierarchy consists of nodes called workers. These nodes support user tasks

and I/O handlers.

User programming on MICROS is accomplished with the use of task forces

[Jone79b]. A task force consists of a collection of cooperating tasks. The

technique used to schedule task ferces is called wave scheduling [vanT81].

Each middle level manager maintains an approximate count of the number of its

subordinate workers which are available. The count is approximate because

information concerning processor allocations or deallocations requires a

certain delay in order to filter up to the appropriate superior managers. If

a request for a task force of size S (i.e., the task force requires S proces-

sors) is received by a manager incapable of providing that number of proces-

sors, the task force cescriptor (a structure describing the task force

Georgia Institute of Technology FDPS Control
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requirements) is passed up the hierarchy until a suitable manager is

discovered.

The manager for a task force, the task force master (TFM), maintains

information concerning the availability of workers in the TFM's subtree. The

TFM computes R > S, which is the number of workers it will attempt to reserve.

The request for R workers is divided among the subordinate managers of the

TFM. This procedure continues down the hierarchy appearing as a wave of

subrequests. Hardware failures and deadlock are handled through the use of

time-outs at each level of the hierarchy.

A fourth strategy for control, partitioned control, can be observed in a

number of systems. This strategy involves the partitioning of resources and

the assignment of separate managers to each partition. There are a number of

systems that partition resources, assign managers to each partition, and rely

upon communication among the managers in order to make the resources globally

accessible. An example of such a system is the Advanced Distributed Applica-

tion Programming Tools System (ADAPT) [Peeb80]. In this system, identical

copies of a kernel are maintained at each node. The kernel is composed of

several processes each performing a specific role. When a kernel process is

unable to satisfy a request locally, its distant counterparts are contacted in

order to solve the problem.

A similar resource management strategy is utilized in the Roscoe

Distributed Operating System [Solo79]. Roscoe is designed for a network of

microprocessors. All processors are identical and execute the same operating

system kernel. Resource managers reside on all processors and are connected

by a network of links. A Roscoe link is patterned after the concept of a link

in DEMOS [Bask77]. It is a one way logical connection between two processes.

It combines the concepts of a communigation path and a capability. If a

request for process creation cannot be handled by a resource manager at a

particular node, it is sent on to another resource manager which must

determine whether it should service the request or pass it along to the next

resource manager.

A slightly different scheme of resource management involves bidding

instead of simply passing a request from node to node searching for a node to

service the request. This strategy is observed in the Distributed Computer

Georgia Institute of Technology FDPS Control
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System (DCS) [Farb72a,b, Rowe73J and a distributed problem solver called CNET

[Smit79, Smit8O]. In DCS, the nodes are organized in a ring. Requests are

placed on the ring, and each node is given the opportunity to bid on requests

that it can satisfy. The requester chooses one of the bids after waiting a

certain length of time for the bids to arrive. The requester notifies the

bidder that the bid has been accepted, and both processes notify a third

process, the notary, which records the contract in a central file used to

limit resource allocation. The central file is used to store rough limits,

which need not be accurate, and thus the central file is not considered a

critical component. Using the central file, the notary decides whether or not

it will ratify the contract. Once ratified, the resource allocator on the

chosen node creates the desired process and returns the process name to the

original requester.

The procedure for satisfying requests in CNET is referred to as the

Contract Net Protocol. When a node requests that a task be performed, a task

announcement message is prepared. The creator of this message is called the

manager of the task. The message can be transmitted using one of the follow-

ing three techniques depending upon the knowledge the task manager possesses

concerning the availability of resources: 1) general broadcast, 2) limited

broadcast, and 3) point-to-point. Nodes listening to the message can return

bids which are subsequently evaluated by the task manager. The chosen bidder,

called a contractor, is sent an award message. If no bids are received within

a particular time interval, the contract message is reannounced. The task

manager can terminate a contract at any time. If a node becomes idle, it can

issue a node availability message.

Examples of systems utilizing four basic control strategies have been

presented in this chapter. The four strategies are autocracy, sequential,

hierarchical, and partitioned. This discussion should give the reader an

appreciation for the variety of approaches that can be taken when choosing a

strategy for the management of a system's resources. In the following chap-

ters, a detailed study is undertaken to identify key characteristics of the

control strategies for Fully Distributed Processing Systems. Several models

of control will be described, and the performance of these models will be

analyzed by means of simulation.

Georgia Institute of Technology FDPS Control a
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SECTION 3

FUNDAMENTAL CHARACTERISTICS OF FDPS CONTROL

In order to identify the fundamental characteristics of the executive

control for a Fully Distributed Processing System, the nature of an FDPS and

the applications to be executed on the FDPS must first be identified. Once

this has been done, it is necessary to analyze the work that must be accom-

plished in order to service a given application. With this accomplished, the

design alternatives for the executive control can be identified.

3.1 Mne Aai ar aaA E=S

In the first chapter, Fully Distributed Processing Systems were defined.

A key point in that definition that has a large impact on the design of an

FDPS executive control is that the nodes of the system are loosely-coupled.

This means there is no sharable memory such as is found in C.mmp. In

addition, processes executing on one node cannot directly address the memory

of another node as is the case in Cm*. The result is that the executive

control cannot be designed on the basis of shared tables which are ac]assble

to components residing on multiple nodes of the system. (This is the tech-

nique used in the StarOS and Medusa operating systems for Cm*.)

The FDPS executive control must integrate and unify the physical and

logical resources of the system. Users accessing the FDPS at any node must be

given the potential to utilize resources on any other node in the system as

well as those at the local node. Therefore, the user accesses the system as a

whole rather than Just one node of the network.

Access to resources must be provided in a transparent manner. Users

request services and are given the resources necessary to provide the services

rather than directly requesting the resources. Therefore, users need not be

knowledgeable of the configuration of resources in the FDPS. It is the

responsibility of the executive control to locate and acquire the necessary

resources.

3.2 .k&. Iaura .QL r .M sr .J BRf nuA.

The traditional method for programming user applications is by means of

a single monolithic program. It has been discovered, however, that many
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applications are easier to implement and debug as a series of communicating

tasks rather than as a monolithic program [Live78b]. Denning [Denn78] claims

that this type of programming is a natural way of expressing the concurrency

inherent in an algorithm. Therefore, one may expect an increase in per-

formance by exploiting the parallelism present in the algorithm.

A number of systems support this type of programming including Mininet

[Live80, Mann77], StarOS [Jone79a], Medusa [Oust80a,b], MICROS [Witt80], and

TRIX [Ward80]. Mininet is a system oriented towards transaction processing on

distributed data bases that exhibit locality of reference. The processing of

a transaction is represented by a directed graph in which the nodes represent

processes and the edges messages. StarOS, Medusa, and MICROS support tajk

forces LJone79b] consisting of a collection of communicating processes. This

programming technique is also utilized in the TRIX system. TRIX itself can be

viewed as a directed graph in which the nodes represent processes and the

edges represent the communication between processes.

In this study, it is assumed that users program applications by means of

communicating tasks. The collection of tasks will be referred to as a task

set and can be viewed as a directed graph in which the nodes of the graph

represent the tasks and the edges represent the communication between the

tasks.

Users present their requests for service to the system by means of work

requests programmed in a command language such as that depicted in Figure 1.

(Figure 1 contains the BNF description of the command language supported by

the Advanced Command Interpreter available on the Georgia Tech Software Tools

Subsystem. In this dissertation, examples of work requests are presented

utilizing this command language.) In the work request, a user specifies a

number of tasks and the connectivity (interprocess communication) of those

tasks. The work request can be viewed as a specification of a directed graph.

The executive control's internal representation of a work request will be

referred to as a task graph. The nodes represent tasks and the edges

represent communication paths between tasks.

A node specification includes the following information: 1) an optional

label to identify the node, 2) a command name which names a file that contains

either executable code (object file) or other work requests (command file),

Georgia Institute of Technology FDPS Control
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<work request> <logical net>

<logical net> <logical node> ( <node separator>
<node separator> ) <logical node> }

<node separator> , I <pipe connection>

<pipe connection> [ <port> ] 'I' [ <logical node number> ]
[ .<port> ]

<port> ::= <integer>

<logical node number> ::= <integer> $ 1 <label>

<logical node> [ :<label> I [ <simple node>
<compound node> I I
( <simple node> I <compound node>

<simple node> { <i/o redirector> } <command name>
<i/o redirector> I <argument> I

<compound node> : <i/o redirector> ) ', <logical net>
<net separator> <logical net> } ,},

{ <i/o redirector> I

<i/o redirector> <file name> '>' C <port> ]

F <port> 3 '>' <file name>
[ <port> J '>' <file name> I

'W' [ <port> ]

<net separator>

<command name> <command file name> I <object file name>

<label> :: <identifier>

<file name> <data file name>

<identifier> <letter> { <letter> I <digit> }

<integer> ::= <digit> ( <digit>)

Figure 1. BNF for the Advanced Command Interpreter's
Command Language [Akin80]

and 3) optional Input/output redirection instructions. A node can be

identified either by its label, if it has one, or by its position on the com-

Georgia Institute of Technology FDPS Control

. .. . .. . . o , - . . .. . ..



Page 16 FUNDAMENTAL CHARACTERISTICS OF FDPS CONTROL Section 3

mand line. For example, in the command below, the second node has the label

'a' and the command name 'omnd2'.

cmndl I :a cmnd2

This node can be identified either by the label 'a' or its position '2' but

not by its name, 'cmnd2'.

Input/output redirection is used to connect the ports of a task to files

in the file system. (The default for input/output is "standard input/output;"

i.e., the user's terminal.) In the example below, input port number three is

connected to file 'in' and output port number one is connected to file 'out'.

in>3 cmnd 1>out

The specification of the port number in the input/output redirector is

optional. If it is omitted, the next unused port number is assumed.

Therefore, in the example below, output port number one is connected to file

'out1', output port number two is connected to file 'out2', and output port

number three is connected to file 'out3'.

cmnd >outl 2>out2 >out3

Nodes are separated by node separators which can be either the comma

symbol or the vertical bar symbol. The comma symbol is used to separate a

node that does not have any of its output ports connected to other nodes. The

vertical bar symbol or pipe symbol is used to identify the connection of an

output port of the node immediately preceding the pipe symbol and an input

port of another node. The port numbers and logical node number of the pipe

specification may be omitted and default values assumed. If a port number is

omitted, the next unused port number for the node possessing the port is used.

The logical node number of the pipe specification identifies a node of the

logical network and may either be an integer identifying the position of the

node on the command line, the symbol '$' which identifies the last node on the
command line, or a node label. If no other node is specified, the node

immediately following the pipe symbol is assumed to be the destination of the

output of the pipe.

An example of a work request utilizing this syntax is shown in Figure 2.

This command consists of seven logical nodes connected in the manner depicted

in the figure. It demonstrates several forms of pipe specifications including

the use of labels in identifying nodes. This figure also contains a graphical
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representation of the work request.

3.3 Approachus I&.o Executive Coakma~a~ntrol

There are two basically different approaches available for implementing

an operating system for a distributed processing system, the base-level

approach and the meta-system approach [Thom78]. The base-level approach

replaces all existing software up to some interface. This may include the

replacement of all operating system software and the retention of utility

programL and compiler3. Therefore, It is possible that with this approach

software for local control functions such as memory management and process

management will need to be developed. In contrast, the meta-system approach

utilizes the "existing" operating systems, called local operating systems

(LOS), already operating on each of the nodes of the system. Each LOS is

"interfaced" to the distributed system by a network operating system (NOS)

which is designed to provide high level services available on a system-wide

basis. The most common reason for taking the meta-system approach is the

availability of existing software for accomplishing local management func-

tions, thus providing the opportunity for reducing development costs [Thom78].

Figure 3 depicts a logical model applicable to an FDPS executive control

utilizing either approach. The LOS handles the low-level (processor-specific)

operations required to interface directly with users and resources. In the

meta-system approach, the LOS represents primarily the operating systems

presently available. The LOS resulting from a base-level approach has similar

functionality; however, it represents a new design, and certain features may

be modified in order to allow the NOS to provide certain functions normally

provided by the LOS. Any "network" operations are performed by the NOS.

System unification is realized through the interaction of NOS components, pos-

sibly residing on different processors, acting in cooperation with appropriate

LOS components. Communication among the components is provided by the message

handler which utilizes the message transport services which actually move the

messages.

3.4 jnfa=&Q& * ' &gMWaraa

The two types of data required by an executive control are information

concerning the structure of the set of tasks required to satisfy the work

Georgia Institute of Technology FDPS Control
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Work Request:

pgml I pgm2 11a 21b :a ps3 I pgu4 Ic.1 :b pgm5 I pgm6 1.2 :c pP7
(0) (1) (2) (3) (4) (5) (6) (7) (8) (9)

(0) Output port 1 of pgml is connected to input port 1 of pgm2.
(1) Output port 1 of pgm2 is connected to input port 1 of the

logical node labeled "a," Pgm3.
(2) Output port 2 of pgm2 is connected to input port 1 of the

logical node labeled "b," pgm5.
(3) Label for the logical node containing pgm3 as its execution

module.
(4) Output port 1 of Pgm3 is connected to input port 1 of pgm4.
(5) Output port 1 of pgm4 is connected to input port 1 of the

logical node labeled "c," pgm7.
(6) Label for the logical node containing pgm5 as its execution

module.
(7) Output port 1 of pgm5 is connected to input port 1 of pgm6.
(8) Output port 1 of pgm6 is connected to input port 2 of pgm7.
(9) Label for the logical node containing pgm7 as its execution

module.

Data Flow Graph of the Work Request:

pgml

pgm2

II

Pgm3 pgm5

pgml pgm6

pgm
i I

i I

J I

II

pgm7 gm

Fiur 2.Eapeo aWr eus

Georia nstiuteof echnlog FDP Cotro
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USERS AND RESOURCES /

\ /

LOCAL OPERATING SYSTM4 /

\ /

NETWORK OPERATING SYSTEM /

\ /
MESSAGE HANDLER I
\ _j

\ MESSAGE TRANSPORTER /
\ I

PHYSICAL
INTERCONNECTION

/\
/ MESSAGE TRANSPORTER \

/\
/ MESSAGE HANDLER

/\
/ NETWORK OPERATING SYSTEM \

/\
LOCAL OPERATING SYSTEM

/ ,

USERS AND RESOURCES

Figure 3. A Logical Model of an FDPS

request and information about system resources. This data is maintained in a

variety of data structures by a number of different components.

Each work request identifies a set of cooperating tasks and the connec-

tivity of these tasks. Work requests as linear textual forms can be easily

accepted and manipulated by the computer system; however, task graphs, which
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are the internal control structures used to describe work requests, must be

represented in a manner such that the linkage information is readily

available. Two possible methods for representing the task graph are the fol-

lowing: 1) a linked list of node control blocks (Figure 4), or 2) an inter-

connection matrix (Figure 5).

Information concerning a particular task is maintained in a node control

block (Figure 4). Associated with each logical node is an execution file, a
series of input files, and a series of output files. The node control block

contains information on each of these resources including the name of the
resource, the locations of possible candidates that might provide the desired

resource, and the location of the candidate resource chosen to be utilized in
the satisfaction of the work request. In addition to this information, the

node control block maintains a description of all interprocess communication
(IPC) in which the node is a party. This consists of a list of input ports

and output ports. (Interprocess communication is a term describing the

exchange of messages between cooperating processes of a work request.)

Typically, a message is "sent" when it is written to the output port of a
process. The message is then available for consumption by any process posses-

sing an input port that is connected to the previously mentioned output port.
The message is actually consumed or accepted when the process owning the con-

nected input port executes a READ on that port.

A global view of interprocess communication is provided by the node

interconnection matrix (Figure 5). This structure indicates the presence or
absence of an IPC link between an output port of one node and an input port of

another node. Thus, links are assumed to carry data in only a single direc-

tion.

An example of a task graph resulting from the work request in Figure 2

utilizing the direct linking of node control blocks is presented in Figure 6.

Figure 7 illustrates the utilization of an interconnection matrix.

3.4. *2 In~Q.&±.A~ hn22699cmr a~mRmow~a
Regardless of how the executive control is realized (i.e., how the com-

ponents of the executive control are distributed and how the control decisions

are decentralized), information concerning all system resources (processors,

communication lines, files, and peripheral devices) must be maintained. This
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EXECUTION FILE
Name: a

Locations of candidates available:
Location of candidate chosen:

INPUT FILE 1
Name:
Locationsj of candidates available:

* Location of candidate chosen:

I -- ____________________________ ,- 0

INPUT FILE i
Name:
Locations of candidates available:
Location of candidate chosen: I

I •____-__________________

OUTPUT FILE 1
Name:
Locations of candidates available:

I Location of candidate chosen:

I I
I I

* I

OUTPUT FILE j
Name:
Locaticns of candidates available:
Location of candidate chosen:

I OTUFIE I

SIPC
Input Ports:

I Output Ports:

Figure 4. Node Control Block
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RECEIVER

N1  ... Nn < ----- Node

RI ... R, H1 ... Rp < --- Input Port

I: Il * ll~ii Os:'ll~l~tl

Ni * 0

•I * I 0 C

* C.....

• I I * I I
*4I, , I-, I

*j 0

S C I
E * 0 . 0
N . I I
D . * 0E 

0

R 0
*eeoeooeeeeoooego.....oegeoose.ubo,

N * I
I I • •

0 I * I 0 0

N

S I *

* III
* I0I

II

Node Output

Figure 5. Node Interoonection Matrix
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information includes, as a minimum, an indication of the availability of

resources (available, reserved, or assigned). Preemptable resources (e.g.,

processors and communication 1 Lnes) capable of accommodating more than one

user at a time may also have associated with them utilization information

designed to guide an executive control in its effort to perform load

balancing.

6.5 Bai Opeatins gL Z= CoUtrli

The primary task of an executive control is to process work requests. A

work request can be represented by a directed graph called a task graph. A

node of a task graph specifies an execution file and multiple input and output

files. The execution file may contain either object code or commands (work

requests,. All three types of files may reside on one or more physical nodes

of the system, for there may be multiple copies of the same file available.

Thus, to process a work request, an FDPS executive control must perform three

basic operations: 1) gather information, 2) distribute the work and allocate

resources, and 3) initiate and monitor the task execution. These operations

need not be executed in a purely serial fashion but may take a more complex

form with executive control operations executed simultaneously or concurrently

with task execution.

Examination of the basic operations in further detail (Figure 8) reveals

some of the variations possible in the handling of work requests. The follow-

ing two steps exist in the information gathering phase: 1) collecting

information about resource requirements for the work request and 2) identify-

ing the resources available for satisfying those requirements. Information

gathering is followed by the selection of a plan for distributing the work and

the actual allocation of the resources. If this operation is not successful,

three alternatives are available. First, more information on re.ource

availability can be gathered in an attempt to formulate a new work

distribution. Further information may be available because a change may have

occurred in the status of some resources since the original request fcr

availability infcrmation or complete resource information may not have been

requested on the initial inquiry. Second, more information can be gathered as

above, but the requester now indicates a willingness to "pay more" for the

resources. This is referred to as bidding to a higher level. Finally, it may
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be necessary to inform the user that it is impossible to satisfy the work

request at this time.

------------->1

f I

I Gather Information 1
I (Task Requirements) I

---------- :______---------
I I

I I I

I Gather Information
(Resource Availability) ,

1 1 1 ___ 1 YESI I
f i

II I I I

I (A) I Distribute Work (B) I Bid to a I NO Report
!< and .. >1 Higher 1--->FAILURE

I Allocate Resources I Level? I to User
II I

Notes:

I A: The proposed allocation

_is not accepted by the
(D) I I resources.

< --------- I Execute Task I
B: No solution with

resources available at
I (E) "this" price level.

C: Allocation accepted by
resources.

Cleanup I
__ __ I D: Appearance of a new

task or request for
additional resources.

V
COMPLETED WORK REQUEST E: Normal or abnormal

termination.

Figure 8. Work Request Processing (Detailed Steps)
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3.5.1 Inrferm.JIM giaLrnAu
Upon receiving a work request, the first task of the control is to

discover what resources are needed to satisfy the work request (Figure 9) and

which resources are available to fill these needs (Figure 10). Each work

request includes a description of a series of tasks and the connectivity of

those tasks. Associated with each task is a series of files. One is

distinguished as the execution file and the remainder are input/output files.

Ttie executive control must first determine which files are needed. It then

must examine each of the execution files to determine the nature of its

contents (executable code or commands). Each task will need a processor

resource, and those tasks containing command files will also require a command

interpreter.

An FDPS executive control must also determine which of the system

resources are available. For nonpreemptable resources, the status of a

resource can be either "available," "reserved," or "assigned." A reservation

indicates that a resource has been promised for possible use by another task

sometime in the future and that it should not be given to another user.

Typically there is a time-out associated with a reservation that results in

the automatic release of the reservation if an actual assignment is not made

within a specified time interval, thus freeing resources which otherwise would

have been left unavailable by a lost process. The process may be lost because

it failed, its processor failed, or the communication link to the node housing

the particular resource failed. An assignment, on the other hand, indicates

that a resource is dedicated to a user until the user explicitly releases that

assignment or termination procedures are executed. Preemptable resources may

be accessed by more than one concurrent user and, thus, can be treated in a

different manner. For these resources, the status may be indicated by

continuous values (e.g., values representing the level of resource

utilizaticn) rather than the discrete values described above.

3.5.2 Xork Ditriuio And Resourcea Alati

The FDPS executive control must determine the work distribution and the

allocation of system resources (Figure 11 & 12). This process involves choos-

ing from the available resources those that are to be utilized. This decision

is designed to achieve several goals such as load balancing, maximum through-

put, or minimum response time. A general discussion of this problem can be

Georgia Institute of Technology FDPS Control
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SUBMISSION OF
WORK REQUEST

Examine Work Request and Begin
Construction of Task Graph I

(At this point the task graph
describes the "visible" nodes and I

1 their logical relationships
as expressed in the work request)
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Piecemeal Completely Before
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1< -----------------
, .

Locate Each Visible Resource I
I I

' I

I Update the Task Graph

, I I

1 Were Additional Resource I
I Requirements Discovered? I

I I
I I

1< ----------- NO YES I_ _,,

To
Information Gathering
(Resources Available)

Figure 9. Information Gathering (Resources Required)
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From
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(continued on next page)

Figure 10. Information Gathering (Resources Available)
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LEM AMD NOTES

1: Resources Reserved During Information Gathering
2: No Resources Reserved
3: Some Resources May Be Reserved
A: General, for all resources
B: To meet specific task/job requirements
C: Replies cover information on resources available only
D: Replies cover information on the total status
E: Broadcast only significant changes
F: Periodic broadcasts at regular intervals

Figure 10. Information Gathering (Resources Available)
(continued)

found in [Chu80], which describes a number of approaches to the problem

including graph theoretic, integer programming, and heuristic. A presentation

of a graph theoretic approach can be found in [Ston78]. Sharp (Shar8l]

describes three heuristic algorithms which were developed specifically for

Fully Distributed Processing Systems. The first algorithm attempts to

minimize the network communication required to satisfy a user work request.

Processor load balancing is attempted with the second algorithm. The third

algorithm represents a combination of the first two algorithms. This

algorithm attempts to minimize communication while also attempting to evenly

distribute work across all nodes. All of the preceding methods assume that

the work distribution and resource allocation decision is made prior to the

start of execution of the processes being scheduled. Bryant [BryaSl] proposes

that load balancing be accomplished by moving tasks which are already

executing. This is accomplished by. forming processor pairs via a pairing

algorithm and moving tasks from the busier processor to its partner in the

processor pair.

Once an allocation has been determined, the chosen resources are

allocated and the processes comprising the task set are scheduled and

initiated. If a process cannot be immediately scheduled, it may be queued and

scheduled at a later time. When it is scheduled, a process control block and

any other execution-time data structures must be created.
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From Information Gathering
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Figure 11. Resource Allocation and Work Distribution
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From
Work

Distribution

Transmit NO IRelease IYES ITransmit
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Figure 12. Work Assignment

3.. .ZCIIZ , Z*D.Qrg .

Information is recorded as a result of management actions and provides a

means of maintaining an historical record or audit trail of system activity.
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The information recording resulting from management actions records the system

state and provides information for decision making. The historical informa-

tion is useful in monitoring system security as well as its actual per-

formance. It provides a means of examining past activity on a system in order

to determine if a breach of security has occurred or how a particular problem

or breach of security may have occurred.

Management information is maintained in various structures, including

the task graph. The task graph is used to maintain information about the

structure of an individual work request, and thus its contents change as

processing of the work request proceeds. A task graph is first created when a

work request arrives. From that point until the work request is completed,

this structure is in a state of dynamic change. It is used to record informa-

tion about the availability of resources pertinent to this work request and

maintains a record of the progress of the various tasks of the work request.

Much of the information contained in the task graph is applicable to

historical records. The task graph can be used to house historical informa-

tion as it is gathered during work request processing. Upon completion of the

work request, the historical information is extracted and entered into the

permanent historical file. Alternatively, the historical file can be created

directly while skipping the intermediate task graph structure.

3.5.4Z TaknmJ

Finally, an executive control must monitor the execution of active

processes. This includes providing interprocess communication, handling

requests from active processes, and supervising process termination. The

activities associated with interprocess communication include establishing

communication paths, buffering messages, and synchronizing communicating

processes. The latter activity is necessary to protect the system from

processes that flood the system with messages before another process has time

to absorb the messages. Active processes may also make requests to the

executive control. These may take the form of additional work requests or

requests for additional resources. Work requests may originate from either

command files or files containing executable code.

The executive control must also detect the termination of processes.

This includes both normal and abnormal termination. After detecting process
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termination, it must inform processes needing this information that termina-

tion has occurred, open files must be closed, and other loose ends must be

cleaned up. Finally, when the last process of a work request has terminated,

the executive control must inform the originator of the work request of the

completion of the processing of his request.

3.6 ala inDAZ Control 2QA

There exist an extremely large number of features by which variations in

distributed control models can be characterized. Of these, only a few basic

attributes seem to deserve attention. These include the nature of how and

when a task graph is constructed, the maintenance of resource availability

information, the allocation of resources, process initiation, process

monitoring, and process termination. In this section, these issues are

examined; but since the number of variations possible in each issue are rather

large, only those choices considered significant are discussed. Table 1

contains a summary of the problems that have been identified and possible

solutions (significant and reasonable solutions) to these problems.

3.6.1 Tak Graph Constctioa n
The task graph is a data structure used to maintain information about

the applicable task set. The nodes of a task graph represent the tasks of the

task set, and the arcs represent the connectivity or flow of information

between tasks. There are basically four issues in task graph construction:

1) who builds a task graph, 2) what is the basic structure of a task graph, 3)

where are the copies of a task graph stored, and 4) when is a task graph

built.

There are three basic alternatives for which component or components

will construct the task graph. First, a single "central" node can be

responsible for the construction of task graphs for all work requests.

Another choice utilizes the control component on the node receiving the work

request to construct the task graph. Finally, the job of building the task

graph can be distributed among several components. In particular, the nodes

involved in executing individual tasks of the work request can be responsible

for constructing those parts of the task graph that they are processing.
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Table 1. Variations in Control Models

gAa GRPHCNSTBUC1QI.:

Who builds the task graph?
1. A central node specializing in task graph building.
2. The node iiitially receiving and analyzing the work request.
3. All nodes involved in executing the work request.

What is the nature of the task graph?
1. A bingle complete structure.
2. Multiple structures each consisting of a subgraph.
3. Multiple structures each consisting of a subgraph with one

copy of the complete task graph.
Where is the task graph stored?

1. A central node.
2. The node Initially receiving and analyzing the work request.
3. A node determined to be in an optimal location.
4. All nodes involved in executing the work request.

When is the task graph built?
1. Completely prior to execution.

2. Piecemeal during execution.

Who maintains this information?
1. A single central node.

2. All nodes maintain common information.
3. Resources are partitioned with a separate manager for

each partition.
Where is the information maintained?

1. At a central node.
2. Separate pieces of information concerning a particular

resource type may be kept on different nodes.
3. In multiple redundant copies.
4. Information concerning a prrticular resource type is kept

on a specially designated node.

T OE ROUCES:

How Is concurrency control provided?
1. None is provided.
2. Reservations are used prior to a work distribution decision

and then allocated by a lock.
3. Allocated by a lock after the work distribution decision.

4. Resources are locked before the work distribution decision
Is made.

(continued on next page)
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Table 1. Variations in Control Models
(continued)

How is responsibility distributed?
1. Single manager.

a. Central component for all processes.
b. Individual components for each work request.

2. Hierarchy of managers.
a. Two-level hierarchy.
b. N-level hierarchy.

3. Autonomous managers.
How is refusal of a request to execute a process by a node

handled?
1. After repeated attempts, the request is abandoned.
2. After repeated attempts, a new work distribution is

obtained.

PROCESS MNI2RIN:

What type of interprocess communication is provided?
1. Synchronized communication.
2. Unsynchronized communication.

How are task graphs resulting from additional work requests
handled?
1. The new task graph is made part of the old one.
2. The new task graph is kept separate.

Options selected here are determined by those selected for
PROCESS INITIATION.

The general nature of the task graph itself provides two alternatives for the

design of an executive control. What is of concern is not the content of a

task graph but rather its basic structure. One alternative is to maintain a

task graph in a single structure regardless of how execution is distributed.

The other choice involves maintaining the task graph as a collection of sub-

graphs with each subgraph representing a part of the work request. For exam-

ple, a subgraph can represent that portion of the work request that is to be

executed on the particular node at which that subgraph is stored.
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Another issue of thak graph construcLion ccacers where the various

copies of the task graph are stored. If the control maintains a task graph as

a unified structure representing the complete set of tasks for a work request,

this structure may be stored on either a single node or redundant copies may

be stored on multiple nodes. The single node can be either a "central" node

that is used to storu all task graphs, the node at which the original work

request arrived (the source node), or a node chosen for its ability to provide

this work request with optimal service. If the task graph is divided into

several jubgraphs, these can be maintained on multiple nodes.

Finally, there is the issue concerning the timing of task graph

construction within the sequence of steps that define work request processing.

Two choices are available: 1) the task graph can be constructed completely,

or at least to the maximum extent possible, before execution is begun, or 2)

the task graph can be constructed incrementally as execution progresses.

3.6.2 Resource Availabilty Informato1 n

Another characteristic that distinguishes various control models is the

maintenance of resource availability information. Of importance is *who

maintains this information" and "where is this information maintained." A

particular model need not uniformly apply the same technique for maintaining

resource availability information to all resources. Rather, the technique

best suited to a particular resource class may be utilized.

The responsibility for maintaining resource availability information can

be delegated in a variety of ways. The centralized approach involves assign-

ing a single component this responsibility. Requests and releases for resour-

ces flow through this speciailzed component which mainta'nM the complete

resource availability information in one location.

A variation of this technique maintains complete copies of the resource

availability information at several locations. This technique is similar to

that used in the ARAMIS Distributed Computer System [Caba79a,b]. Components
at each of these locations are responsible for updating their copy of the

resource availability information in order to keep it consistent with the

other copies. This requires a protocol to insure that consistency is

maintained. For example, two components should not allocate a file for writ-

ing to different users at the same time. The ARAMIS Distributed Computer
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System provides such a protocol. The nodes of the network are organized in a

logical loop. A message called the control vector (CV) circulates about the

loop. The holder of the CV may allocate or deallocate resources. The updates

to the resource data base are packaged in a message called the update vector

(UPV). The UPV is passed around the loop allowing each node the opportunity

to bring its resource data base into a state consistent with the other nodes.

When the holder of the CV receives the UPV it sent, the CV is sent on to the

next node.

Another approach exhibiting more decentralization requires dividing the

collection of resources into subsets or classes and assigning separate com-

ponents to each subset. Each component is responsible for maintaining

resource availability information on a particular subset. In this case,

requests for resources can be serviced only by the control component

responsible for that particular resource. Resources may be named in a manner

such that the desired manager is readily identifiable. Alternatively, a

search may be required in order to locate the appropriate manager. This

search may involve passing the request from component to component until one

is found that is capable of performing the desired operation.

Preemptable resources, which can be shared by multiple concurrent users

(e.g., processors and communication lines), do not necessarily require the

maintenance of precise availability information. For these resources, it is

reasonable to maintain only approximate availability information because such

resources are rarely exhausted. The primary concern in this instance is

degraded performance. Therefore, a good estimate of resource utilization is

needed.

3.6.3 A1J.An esources
One of the major problems experienced in the allocation of resources is

concurrency control. In a hospitable environment, it is possible to ignore

concurrency control. The users are given the responsibility of insuring that

access to a shared resource such as a file is handled in a consistent manner.

In other environments, such as that presented by an FDPS, concurrency control

is an important issue. In an FDPS, the problem is even more difficult than in

a centralized system due to the loose coupling inherent in the system.
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There are basically three approaches to solvi:! t rrobles of

concurrent requests Cor shared resources. In the first approach resources are

reserved at the time of information gathering. The reservation prevents other

users from acquiring the resource and is effective for only a limited period,

a period long enough to make a work distribution decision and allocate the

resources determined by the decision. The other two solutions to this problem

do not use reservations. In one case a lock instead of a reservation is

applied prior to the formulation of the work distribution decision. This

requires the explicit release of all resources not needed. The reservation
provides the control with further information as to the status of the

resource. A reservation means that the resource may be used in the near

future by a process. Therefore, reserved resources can be distinguished from

locked resources. The last technique attempts the formulation of a work

distribution decision without reserving or locking resources. If resources

cannot be allocated, the executive control must either wait until they can be

allocated or attempt a new work distribution.

3.6.4 Proess j

Several issues arise concerning process initiation. Of primary interest

is the distribution of responsibility. Responsibility can be organized in
numerous ways but the following three organizations appear to be the most

popular and the most promising: a single manager, a hierarchy of managers, or

a collection of autonomous managers. Two approaches result from the single

manager concept. In the first organization, a central component is in charge

of servicing all work requests and controlling the processes resulting from

these work requests. All decisions cneerning the fate of processes and work
requests are made by this component. A variation of this organization assigns

responsibility at the level of work requests. Each work request has its own
separate manager making all decisions concerning the fate of the work request

and its processes.

Management can also be organized in a hierarchical manner. There are a
variety of ways hierarchical management can be realized, but in this dis-
sertation, only two, the two-level hierarchy and the n-level hierarchy, are

discussed. The two-level hierarchy has at the top level a component that is

responsible for an entire work request. At the lower level are a series of

components each responsible for an individual task of the work request. The
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lower level components take direction from the high level component and

provide results to the higher level. The n-level hierarchy utilizes in its

top and bottom levels the components described for the two-level hierarchy.

The middle levels are occupied by components that are each responsible for a

subgraph of the entire task graph. Therefore, a middle component takes direc-

tion from and reports to a higher level component which is in charge of the

part of the task graph that includes the subgraph for which the middle com-

ponent is responsible. The middle component also directs lower level com-

ponents, each of which are responsible for a single task.

Another organizational approach utilizes a series of autonomous

management components. Each component is in charge of a subset of the tasks

of a work request. Cooperation between the components is required in order to

realize the orderly completion of a work request.

Regardless of the organization, at some point a request for the assump-

tion of responsibility by a component will be made. Such a request may be

reasonably denied for two reasons: 1) the component does not possess enough

resources to satisfy the request (e.g., there may not be enough space to place

a new process on an input queue), or 2) the component may not be functioning.

The question that arises concerns how this denial is handled. One solution is

to keep submitting the request either until it is accepted or until a certain

number of attempts have failed. If the request is never accepted, the work

request is abandoned, and the user is notified of the failure. Instead of

atandoning the work request, it is possible that a new work distribution

decision can be formulated utilizing the additional knowledge concerning the

failure of a certain component to accept a previous request.

3.6.*5 Proce~an SaLraJ
The task of monitoring proqess execution presents the FDPS executive

control with two major problems, providing interprocess communication and

responding to additional work requests and requests for additional resources.

Interprocess communication is required in order to support the type of work

requests envisioned for an FDPS. Recall that these work requests involved the

specification of multiple communicating tasks. The question that must be

addressed concerns the nature of the communication primitives provided by the

FDPS executive control. This question arises due to the variety of communica-
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tior, techniques Deinf, .fferea c, current l7n ege,. There art two basic

approaches found in current languages, s)nchronized tommunication and unsynch-

ronized communication (buffered messages). Synchronized communication

requires that the execution of both the sender and the receiver be interrupted

until a message has been successfully transferred. Examples of languages

utilizing this form of communication are Hoare's towruriicating Sequential

Processep [Hoar78] an0 Brinnh Hansen's Disrr.lbutud Procease, [ :?3]. In

contrast, buffered messages allow the asynchrono'us operation of ooth senders

and receivers. Examples of languages using this form of cct,_nunication are

PLITS [Feld79], PRONET [LeB16i], and STARMOD LCoo.,80j.

The executive control is required to provide communication primitives

that are suitable to one o the communication techniques disciusseG above. If

the basic communication system utilizes synchronized .omur'.catlon, both tech-

niques can be easily handled. The problem with this approach is that there is

extra overhead incurred when. providing tht :szabt L.it ';g technique.

Alternatively, if the basic commuricatiun system utilizes uiibynclronized com-

munication, there will be great difficulty in £eaiizihg i s tnchrot,1zr. orm of

communication.

The task of monitoring processes also involves responding to requests

generated by the executing tasks. These may be either requests for additional

resources (e.g., an additional file) or new wor r~qtest. Tf Ihe i,ev request

i-. a work request, there is a question as to how the i.ew set of tasks is to be

associated with the existing set of tasks. The new set could either be

included in the existing Lask graph or a new task graph could be constructed

for these new tasks. 1he iozaet iecnnic,,ue .._-cws L.ie :owjvune:t makIng the

work distrlOuzoio deciszio lor t,,e new wOr'K requCeb t ;za-...

tion cf ether reso;rceL ty .- ,-.:o1. : l later tedinlqIue zaiy not allo,

such a situation to occur.

3.6.6 Proesjrlnatioz
When a process terminates some ckeanjj, wo. . ust be accump.l:sneo (C..,

closing files, returning memory bpace, and dc1 etin6 reccds ccncernlng that

process from the executive control's work space). Ya auition, depending on

the reason for termination (normal or abaiov.mal), otoh.-r contro omponentz may

need to be informed of the termination l, the .e o! - faij ire, thl; task
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graph will contain the information needed to perform cleanup operations (e.g.,

the identities of the processes needing information concerning the failure).

Both the nature of the cleanup and the identity of the control components that

must be informed of the termination are determined from the design decisions

chosen for monitoring task execution.

3.6.7 ZamDA

To gain a better appreciaticn for some of the basic issues of control in

an FDPS, it is useful to examine several examples of work request processing

on an FDPS. In each example, emphasis is placed on the operations involved in

the construction of task graphs. In these examples, the work distribution

decision assigns the execution of processes to the same nodes that house the

files containing their code. The concern of the first eight examples is the

impact of variations in work requests on task graph construction. In these

examples the various parts of the overall task graph describing the complete

work request are stored on the nodes utilized by each part. The last thr~e

examples examine three different techniques for storing the task graphs. In

the examples (Figures 13 to 23) the following symbols are utilized:

3 ]visible external reference(s)
embedded external reference(s)

(n)A responsibility for A delegated from node n
An) responsibility for A delegated to node n
a-->b IPC from process a to process b
A,B,... uppercase letters indicate command files
a,b,... lowercase letters indicate executable files
u,v,w,x,y,z indicate data files

The first example (Figure 13) consists of a simple request in which all

external references are visible and all required files are present on the

source node, the node where the original request arrived. Because the

references are visible, the entire task graph can be completed in one step.

The second example (Figure 14) is similar to the first except that there is a

chained reference utilizing a command file. Again, because all external

references are visible oefore execution, the entire task graph can be com-

pleted in one step. This work request can be processed in an alternate manner

as shown by the third exa:jle (Figure 15) where references are located and

linked in a piecemeal fashion, perhaps as the executable files are invoked by

the sequence of commands in the command file. Example 4 (Figure 16) adds a

slight variation by introducing an explicit interprocess communication (IPC)

Georgia Institute of Technology FDPS Control
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definition. The task graph can still be constructed in one step because all

references are visible.

The next series of examples consider the impact of locating resources on

nodes other than the source node. In example 5 (Figure 17), all the

referenced resources reside on a single node other than the source node with

the exception of one resource that has redundant copies on two different

IcZuL'. EtC ze tle resources are not on the source node, negotiation is

required to transfer responsibility for a piece of the task graph. In

addition, because there is a resource with two redundant copies, a decision as

to which to utilize must be made and a negotiation must occur to transfer

responsibility. Example 6 (Figure 18) is similar to example 5 and

demonstrates the impact of IPC across nodes.

The effect of embedded references is demonstrated in examples 7 and 8.

In example 7 (Figure 19), all resources reside on the source node. Multiple

steps are required to construct the task graph because all of the resources

are not visible and thus cannot be identified until after execution has

progressed to the point where the references are encountered. Example 8

Figure 20) is slightly more complex with resources spread over multiple

nodes. Again multiple steps are required because parts of the task graph can-

not be constructed until they are referenced during execution. With resources

distributed on different nodes, negotiations to assign and accept

responsibility must occur.

The last three examples demonstrate three different techniques for stor-

ing task graphs. In each example the same work request is utilized. This

request has all visible references to resources distributed over multiple

nodes. Ir the first eight examples and example 9 (Figure 21), the parts of

the overall task graph are stored on the nodes executing the "root" or

"subroot" process. In addition, each subgraph contains a small portion of

information linking it to the rest of the overalY. task graph. Example 10

(Figure 22) maintains these subgraphs on the processing nodes while maintain-

ing a complete task graph at the source node. Example 11 (Figure 23)

maintains complete task graphs at all nodes where any processing of the work

request occurs. The motivation for the last two techniques in which a large

amount of redundant information is maintained is to enhance the ability to

Georgia Institute of Technology FDPS Control
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recover from failures.

Having studied the construction of task graphs in a broad sense, it is

appropriate to examine the details of the task of processing a work request.

This is illustrated in two figures. Figure 24 outlines the basic steps

involved in work request processing utilizing a particular control strategy.

A local search is first made for resources, and a global search is performed

only if necessary. An example of the use of this strategy for processing the

work request from example 6 (Figure 18) is presented in Figure 25. This exam-

ple demonstrates how the task graph is progressively constructed as informa-

tion is obtained.
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SECTION 4

EXAMPLE CONTROL MODELS

In this chapter six different control models are presented. Pseudo code

descriptions of these models appear in the Appendix. The models, named

XFDPS.1, XFDPS.2, XFDPS.3, XFDPS.4, XFDPS.5, and XFDPS.6 respectively,

-vonstratt a wide variety of control strategies.

The first model partitions the system's resources and manages each

partition separately. A global search is performed in order to obtain resour-

ces for each service request. A centralized directory of all resources is

utilized in the second model. All service requests are handled by the control

component on the node housing the central directory. The third model is

similar to the first differing only in the strategy employed to search for

resources. In the third model, a local search is performed first, and a

global search is utilized only if the local search fails to provide the neces-

sary resources. Multiple redundant directories are maintained by the fourth

model. Control components on each node are activated in a serial fashion in

order to control the allocation and deallocation of resources. This strategy

is similar to that employed in the ARAMIS Distributed Computer System. Model

five is similar to the first model but utilizes a different scheme for reserv-

ing resources. The reservation is made following the work distribution and

resource allocation decision. Model six investigates the effects of maintain-

ing the task graph as a partitioned unit residing on multiple nodes rather

than as a single monolithic data structure.

All of the models presented in this chapter are basically a variation of

the first model. Therefore, a detailed description of model XFDPS.1 is

presented while the presentation of the remaining models explains only how

they differ from the first model. There is a complete pseudo code description

of model XFDPS.1 in the Appendix. The remaining models are presented by show-

ing that portion of the code for the model that differs from that for model

XFDPS. 1.

4.1 T&XFDP. Control Mo

The XFDPS.1 control model was first defined in [Sapo80] and further

refined in (Ensl8la] and [Ensl8lb]. With the aid of a simulation , vironment,
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a more thorough definition of this model has been realized. The XFDPS.1 model

is composed of six types of components: TASK SET MANAGERs, FILE SYSTEM

MANAGERs, FILE SET MANAGERs, PROCESSOR UTILIZATION MANAGERs, PROCESSOR

UTILIZATION MONITORs, and PROCESS MANAGERs. (See Figure 26.) The basic

strategy of this model of control is to partition the system's resources and

assign separate components to manage each partition.

4.1.1 &kQet K Z

A TASK SET MANAGER is assigned to each user terminal and to each execut-

ing command file. The name TASK SET MANAGER results from the nature of user

work requests, which originate from user terminals and command files. The

work requests specify task sets which contain one or more executable files

called tasks (these contain either object code or commands) and any input or

output files used by the tasks. It is possible for the tasks of a work

request to communicate, and this communication (task connectivity) is also

described in the work request. Therefore, each work request specifies a set

of tasks to be performed, and it is the job of the TASK SET MANAGER to control

the execution of that set of tasks.

When a work request arrives, the TASK SET MANAGER parses the work

request and initiates construction of the task graph. In XFDPS.1 only a

single copy of the task graph is maintained. This copy is stored at the node

where the TASK SET MANAGER for the work request resides. At this stage of

work request processing, the task graph contains only the initial resource

requirements for the work request; i.e., that information obtained from the

work request itself.

The next step involves sending a message to the FILE SYSTEM MANAGER

residing on the same node as the TASK SET MANAGER requesting file availability

information concerning the files needd. by this work request. A message is

also sent to the PROCESSOR UTILIZATION MANAGER residing on the same node as

the TASK SET MANAGER requesting processor utilization information. This

includes the latest utilization information that this particular node has

obtained from all other nodes.

When the file availability information and processor utilization

information arrive, a work distribution and resource allocation decision is

made by the TASK SET MANAGER. At this point specific files are chosen from

Georgia Institute of Technology FDPS Control

Jj



Section J4 EXAMPLE CONTROL MODELS Page 61
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S....->1 FILE I I
I I I

T I SYSTEM

I A I< ---- MANAGER I
II I I I 1

S I f---->! FILE SET I
j <---- I MANAGER I

II I I 1 I
I I .... >1 PROCESSOR 1I
,I I I UTILIZATION

S3 I J< ---- I MONITOR I
I --- > PROCESSOR I I

E E I 1
1 1 UTILIZATION I

T I II
j< ---- I MANAGER 1

II I I I
I---- > PROCESSOR J if

M I I I UTILIZATIONI
j< ---- I MONITOR I

I I I _II,,_A
N DI I Distibution of Components:

I I I
A I I I TASK SET MANAGER - 1 per user terminal

SI or executing command file
G I I I

I ---- >1 PROCESS I FILE SYSTEM MANAGER - 1 per node
E I I

, <....I MANAGER I FILE SET MANAGER - 1 per node

I I 1 PROCESSOR UTILIZATION MANAGER - 1 per
I I * nodeI II

II
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Figure 26. The XFDPS.1 Model of Control
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the list of files found available and specific processors are chosen as eites

for the execution of the various tasks of the work request's task set. It is

anticipated that the performance of the overall system as well as the

individual work requests will be affected by the nature of the resource

allocation and work distribution decision, but this topic will not be

investigated in this dissertation (see [Chu8O, Shar8l, Ston78] for work in

this area); instead, all experiments use a single strategy in which a process

is assigned to execute on the same node that its object code resides. Data

files are not moved either but accessed from the node on which they originally

resided.

Once the allocation decision is made, a request for the locking of the

chosen files is sent by the TASK SET MANAGER to the FILE SYSTEM MANAGER resid-

ing on the same node as the TASK SET MANAGER. The desired type of access

(READ or WRITE) is also passed with the lock request. Multiple readers are

permitted, but readers are denied access to files already locked for writing,

and writers are denied access to files locked for reading or writing. If the

FILE SYSTEM MANAGER informs the TASK SET MANAGER that all the desired files

have been successfully locked, execution of the work request can be initiated.

If the locking operation is not successful, the work request is aborted, and

the necessary cleanup operations are performed. The next step after success-

ful file allocation is to send a series of messages to the PROCESS MANAGERs on

the various nodes that have been chosen to execute the tasks of the task set

informing them that they are to execute a specific subset of tasks.

When a task terminates, its PROCESS MANAGER reports back to the TASK SET

MANAGER and indicates the reason for the termination (normal or abnormal).

When an indication of an abnormal termination is received, the remaining

active tasks of the task set are terminated.

After all tasks of a task set have terminated, one of three possible

actions occurs. If the source of commands is a user terminal, the user is

prompted for a new command. If the source of commands is a command file, the

next command is obtained. Finally, if the source is a command file and all

the commands have been executed, the TASK SET MANAGER is deactivated and the

PROCESS MANAGER on the node where the command file was being executed is

informed of the termination of the command file.
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4.1.2 [±1,. System g&UMs
Replicated on each node of the system is a component called the FILE

SYSTEM MANAGER. This module handles the file system requests from all of the

TASK SET MANAGERs including requests for file availability information and

requests to look or release files. FILE SYSTEM MANAGERs do not possess any

directory information. Therefore, to locate a file it is necessary that all

a.udes be queri ed as to the availabilLy of the flte.

The FILE SYSTEM MANAGER satisfies the requests by consulting with the

FILE SET MANAGERs located on each node of the system. For example, when the

FILE SYSTEM MANAGER receives a request for file availability information, mes-

sages are prepared and sent to all FILE SET MANAGERs. The FILE SYSTEM MANAGER

collects the responses, and when response3 from all FILE SET MANAGERs have

been obtained, it reports the results to the TASK SET MANAGER that made the

request. Requests for the locking or releasing of files are handled in a

similar manner.

4.1.3 Fe AU1 1a0a=r

The files residing on each node of the system are managed separately

from the files on other nodes by a FILE SET MANAGER that is dedicated to

managing that set of files. The duties of the FILE SET MANAGER include

providing file availability information to inquiring FILE SYSTEM MANAGERs and

reserving, locking, and releasing files as requested by FILE SYSTEM MANAGERs.

It should be noted that a side effect of gathering file availability informa-

tion is the placement of a reservation on a file that is found to be

available.

Also present on each node is another component of the executive control,

the PROCESSOR UTILIZATION MANAGER. This module is assigned the task of col-
lecting and storing processor utilization information, which is obtained from

the PROCESSOR UTILIZATION MONITORs residing on each of the nodes. When a TASK

SET MANAGER asks the PROCESSOR UTILIZATION MANAGER for utilization

information, the PROCESSOR UTILIZATION MANAGER responds with the data

available at the time of the query.
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4.1.5 E1gJoa Mo.a nitor
Each node of the system also has a PROCESSOR UTILIZATION MONITOR that is

responsible for collecting various measurements needed to arrive at a value

describing the current utilization of the processor on which the PROCESSOR

UTILIZATION MONITOR resides. The processor utilization value is periodically

transmitted to the PROCESSOR UTILIZATION MANAGERs on all nodes.

4.1.6 Pr~ ea &Raan

Residing on each node of the system is a PROCESS MANAGER whose function

is to supervise the execution of processes executing on the node on which it

resides. The PROCESS MANAGER is responsible for activating and deactivating

processes. If the execution file for a process is an object file, the PROCESS

MANAGER will load the object file into memory. This file may reside either

locally or on a distant node. If the execution file is a command file, the

PROCESS MANAGER sees that a TASK SET MANAGER is activated to respond to the

commands of that command file. The PROCESS MANAGER is also responsible for

handling process termination, which involves releasing local resources held by

the process and informing the TASK SET MANAGER that requested the execution of

the process as to the termination of the process.

4.1.7 t& Proess
In order to provide file access in a manner that is uniform with the

operation of the rest of the system, another type of control process called a

FILE PROCESS is utilized. An instance of a FILE PROCESS is created for each

user of a file. Therefore, if process 'A' is accessing file 'X' and process

'B' is also accessing file 'X', there will be two instances of a FILE PROCESS,

each responsible for a particular access to file 'X'. Communication between

FILE PROCESSes and user processes (file reads and writes) or between FILE

PROCESSes and PROCESS MANAGERs (loading of object programs) is handled in the

same manner as communication between user processes.

4.2 Ma ZeFD.Z Conr ModQft

The XFDPS.2 model of control differs from the XFDPS.1 model in the man-

ner in which file management is conducted. In this model a centralized direc-

tory is maintained. In the Appendix the component named FILE SYSTEM MANAGER

maintains this directory. This component resides on only one node, the node

where the file system directory is maintained. TASK SET MANAGERs communicate
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directly with this component in order to gain availability information, look

files, or release files.

When a file is locked, it is necessary to create a FILE PROCESS in order

to provide access to the file. To accomplish this task, the FILE SYSTEM

MANAGER sends a message to the node where the file resides requesting activa-

tion of a FILE PROCESS providing access to the file. Once thib proce .n !

created, the FILE SYSTEM MANAGER is given the name of the FILE wi.1ch

it then returns to the TASK SET MANAGER that requested the file look.

4.3 hM ZDS1 Control Model

In the XFDPS.1 model of control a search for file availability informa-

tion encompassing all nodes is onducted for each work request. Obtaining

this global information is important when one is attempting to obtain optimal

resource allocations. In those instances where this is not important, a

slight variation on the search strategy may be utilized. This strategy is the

distinguishing feature of the XFDPS.3 model of control.

Instead of immediately embarking on a global search, a search of local

resources (i.e., resources that reside on the same node where the work request

originated) is conducted. If all of the required resources are located, no

further searches are conducted, and the operations of locking files, activat-

ing process, etc., described for model XFDPS.1, are executed. If on the other

hand all required resources could not be found, the strategy of model XFDPS.1

is utilized.

4..4 JIM XFDA IContro Hoelk

The XFDPS.4 model of control utilizes a file management strategy similar

to that of the ARAMIS Distributed Computer System in which multiple redundant

file system directories are maintained on all nodes of the system. (Since

detailed information about the system described in [Caba79a,b] is not

available, model XFDPS.4 cannot be claimed to be an accurate model of the

ARAMIS system.)

To preserve the consistency of the redundant copies of the file system

directory and to provide mutually exclusive access to resources, the following

steps are taken. A control message, the control vector (CV), is passed from
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node to node according to a predetermined ordering of the nodes. The holder

of the CV can either release, reserve, or lock files. Therefore, each node

collects file system requests and waits for the CV to arrive. Once in posses-

sion of the CV, a node can perform the actions necessary to fulfill the

requests it has collected.

The modifications to the file system directory are then placed into a

message called the update vector (UPV) which is passed to all nodes in order

to bring all copies of the file system directory into a consistent state.

When the UPV returns to the node holding the CV, all updates have been recor-

ded, and the CV can be sent on to the next node.

iF5 M& 2DP. Cfontl Model

In the XFDPS.5 model, files are not reserved when the initial

availability request is made, and they are locked only after the work

distribution and resource allocation decision has been made. This strategy

leads to the possibility of generating an allocation plan that is impossible

to carry out if a file chosen for allocation has been given to another process

during the interval in which the resource allocation decision is made. In the

previous models the executive control is assured of an allocation being accep-

ted, assuming no component fails.

4.6 Ma YDPPS.k Ct Model

In the XFDPS.1 model the task graph for a particular work request is

maintained as a single unit and stored on only one node, the node at which the

work request originates. The XFDPS.6 model of control utilizes a slightly

different strategy. The task graph is constructed on a single node, but once

a work distribution and resource allocation decision has been made, portions

of the task graph are sent to various nodes. Specifically, those nodes chosen

to execute the various tasks of the task graph are given that portion of the

task graph for which they are responsible. Each node must activate the tasks

assigned to it and collect termination information concerning those tasks.

When all tasks assigned to a particular node have terminated, the node where

the work request originally arrived is informed of their termination. One can

view this strategy as a two-level hierarchy.
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SECTION 5

THE METHOD OF PERFORMANCE ANALTSIS

In order to obtain quantitative information concerning the relative per-

formance of the various models of control, simulation experiments were conduc-

ted. The goals of these experiments were to validate the models of control

deecribed in Chapter IV and gather data on their relative perfurma 1''i

order to be able to express the differences between the various models, it was

necessary that the simulator provide for the specification of relatively low

level features of the control models.

The goals described above necessitate the establishment of several

requirements for the simulator. In order to handle low level control problems

and document solutions to these problems, the control models must be defined

in a language capable of clearly expressing the level of detail required at

this stage of design. Because a number of models are to be tested, it is

important that the coding effort required to describe these different models

be mi-.mized.

It is expected that the architecture of the network as well as that of

individual nodes in the network will affect the relative performance of

various control models. Therefore, it is also important to be able to easily

modify various architectural attributes. This includes network connectivity,

network link capacities, and the capacities and processing speeds of the

individual nodes of the network.

Validation of control models is one of the primary goals of the simula-

tion studies. To achieve this goal the simulator must provide the ability to

establish specific system states. In other words, specific detailed instances

of york requests need to be constructed along with the establishment of

specific resource states (e.g., one must be able to set up a series of files

in specific locations). These capabilities allow one to exercise specific

features of the control models.

The simulation studies also provide performance information. The

simulator must utilize a technique for generating work requests reflecting

specific distributions. It also needs to collect a variety of performance

measurements and generate appropriate statistical results.
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5.1 2A1 Siulator

Existing simulators such as the Distributed System Simulator (DuBo8l] do

not provide the necessary facilities to support the study of executive control

characteristics as is required for this work. Therefore, it was necessary to

construct an origninal simulator which would provide the experimenter with the

ability to examine the behavior of different control models. The simulator is

event based and programmed in Pascal. (The programming language Pascal was

selected over other languages designed for simulation work because of its

availability.) The simulator simulates the hardware components of an FDPS,

functions typically provided by local operating systems, functions provided by

a distributed and decentralized control, and the load placed upon the system

by users attached to the system through terminals.

5.1.1 JrchiteauriL ijM arjt&A
The hardware organization that is simulated for each node is depicted in

Figure 27. The complete system consists of a number of nodes connected by

half-duplex communication links. Full-duplex links are simulated by two half-

duplex links. Each node contains a CPU, a communications controller, and,

perhaps, a number of disks. Connected to each node are a number of user

terminals. The disk simulation is such that no actual information is stored;

only the delays experienced in performing disk input/output are considered.

Also, user interprocess communication (IPC) is simulated with time delays but

no exchange of real data takes place. However, IPC between components of the

executive control involves both simulation of the time delays involved in mes-

sage transfer and the actual transfer of control information to another

simulated node.

5.1.2 Lga grA=Sse

Components typically found in local operating systems are also

simulated. These include the dispatcher and the device drivers. The local

operating systems are multitasking systems with each node capable of utilizing

a different time slice. User processes are serviced in a first come first

served manner and can be interrupted for any of the following reasons: 1) a

control process needs to execute (user process is delayed until the control

process releases the processor), 2) the user process exhausts its time slice

(user process is placed at the end of the READY QUEUE), 3) the user process
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Figure 27. The Architecture Supported by the Simulator for Each Node

attempts to send or receive a message (user process is placed on the MESSAGE

BLOCKED QUEUE), or 4$) the user process terminates.

The processes serviced by the simulator are capable of performing the

following actions: compute, send a message, receive a message, or terminate.

A process can access a file by communicating with a FILE PROCESS which is

activated for the specific purpose of providing access to the file for this
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process. FILE PROCESSes are the only processes that initiate any disk

activity. As far as a user process is concerned, a file access functions Just

like a communication with another process.

The following process queues are maintained: READY QUEUE, DISK WAITING

QUEUE, and MESSAGE BLOCKED QUEUE. (See Figure 28.) A newly activated process

is placed in the READY QUEUE. The DISPATCHER selects a process from the READY

QUEUE to run on the CPU. If the running process exhausts its time slice, it

is returned to the READY QUEUE. If it attempts to either send or receive a

message, it is placed in the MESSAGE BLOCKED QUEUE where it remains until

either the message is placed in the proper link queue (send operation) or a

message is received (receive operation). After leaving the MESSAGE BLOCKED

QUEUE, a process returns to the READY QUEUE.

The only processes capable of performing disk input/output on the

simulator are FILE PROCESSes. These are cxecutive control processes that are

assigned to provide access to the files of the file system. When a file

process attempts a disk access, it is blocked and placed in the DISK WAITING

QUEUE for processes waiting to access that same disk. As the disk requests

are satisfied, these processes are returned to the READY QUEUE.

5.1.3 deMsaa Xstem
The communication system consists of a series of half-duplex connections

between pairs of nodes. Messages are transmitted using a store-and-forward

method. Messages received at intermediate nodes in a path are stored and for-

warded to the next node at a time dictated by the communication policy being

utilized. For example, the policy may require that the new message be placed

at the end of the queue of all messages to be transmitted on a particular

link. (This is the policy utilized in all experiments described in this dis-

sertation.)

The message queues available on eaeh node are depicted in Figure 29. If

a newly created message is ar intranode message, it is placed in the MESSAGE

QUEUE; otherwise, it is placed in the LINK QUEUE that corresponds to the com-

munication link over which the message is to be transmitted. Messages are

removed from the LINK QUEUEs and transmitted as the communication links become

available.

Georgia Institute of Technology FDPS Control

jJ

ij



Section 5 THE METHOD OF PERFORMANCE ANALYSIS Page 71
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Figure 28. Process Queues oi Each Node
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Messages in the MESSAGE QUEUE originate eitner from processes bending

intranode messages or from the communication links connected to the node.

Messages destined for processes on the same node as the MESSAGE QUEUE are

placed in the appropriate PORT QUEUE of the process to which they are addres-

sed. Messages that have not yet reached thei., destination node are placed in

the LINK QUEUE corresponding to the communication link over which the sessage

is to be transmitted.

5.1.4 InptX=laSimulator

The simulator requires the following six types of input:

1. Control model

2. Network configuration (i.e., nodes and their connectivity)

3. Work requests

4. Command files

5. Object files

6. Data files

The nature of these inputs and how they are provided to the simulator is

described below.

5.1.4.1 Control Model

There are two possible approaches for representing the control model in the

simulator: 1) data to be interpreted by the simulator and 2) code that is

actually part of the simulator. The first technique requires that the

simulator contain a rather sophisticated interpreter in order to provide a

convenient language with which one can express a control model that addresses

the control problems to a sufficiently low level of detail. The second tech-

nique requires the careful construction of the simulator such that those

portions of the simulator that express the control model are easily identified

and can be removed and modified with minimal effort. No matter how well the

portion of the simulator representing the executive control is isolated, it is

anticipated that a certain degree of difficulty will be experienced by a new

experimenter attempting to investigate new control models. The second tech-

nique also requires a recompilation of the simulator code each time a control

model modification is performed.

The problems involved in constructing a sophisticated interpreter are

much greater than those fa,, I in organizing the simulator so that the portions
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of code expressing the control model are easily isolated. Therefore, in this

simulator, the control models are expressed in Pascal and are actually part of

the simulator rather than being separate input to the simulator.

5.1.4.2 Network Configuration

The attributes provided as input to the simulator which are concerned with the

physical configuration of the FDPS are provided in Table 2. Figure 30

describes the syntax of the statements used to enter the FDPS configuration

information. Two types of input can be provided, node configuration informa-

tion and communication linkage information. Each statement beginning with the

letter 'n' describes the configuration of the node which is identified by the

digit following the 'n'. This statement describes certain characteristics

concerning the processor at the node (memory capacity, processing speed, and

the length of a user time slice) and the peripheral devices (user terminals

and disks) attached to the processor. Each statement beginning with the let-

ter 'l' describes a half-duplex communication link between two nodes. It

identifies the source and destination nodes by their identification number

(the digit following the letter 'n' on statements describing nodes) and

indicates the effective bandwidth of the communication link. It is assumed

that all messages are transmitted at this speed, and no attempt is made to

simulate errors in transmission and the resulting retransmissions.

5.1.4.3 Work Requests

Work requests are assumed to originate from two sources: 1) directly from a

user, or 2) through command files. The syntax of a work request is given in

Figure 31. This syntax is a subset of the command language available through

the Advanced Command Interpreter of the Georgia Tech Software Tools System

[Akin80] (see Figure 1).

In order to simulate the load generated by users entering work requests

from user terminals, a population of work requests is created. The form of

the input for creating the work request population is provided in Figure 32.

Each line of input contains a series of node identifiers followed by a colon

which is followed by a work request. The node identifiers indicate which

nodes are to contain the given work request as a member of the node's popula-

tion of work requests. Therefore, the result of this input is the construe-

tion of a population of work requests for each node. In a subsequent
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Table 2. Physical Configuration Input to the Simulator

Memory Capacity (bytes)
Processing Speed (Instructions/see)
Size of a Time Slice (microseconds)
Number of Attached User Terminals
Number of Attached Disks
Disk Transfer Speed (bytes/second)
Average Disk Latency (microseconds)

Lk InL mrUt
Identities of the Source and Destination Nodes
Bandwidth (bytes/second)

paragraph, the nature of the load generator is discussed and indicates how

this information is utilized.

5.1.4.4 Command Files

Command files are constructed for the simulator using the syntax described in

Figure 33. This input specifies a unique name for the file, the simulated

node at which the file resides, and the commands contained in the file. These

commands conform to the syntax of work requests presented in Figure 31. These

statements provide one with the ability to construct command files on

particular nodes which are referenced either by commands originating from user

terminals or other command files.

5.1.4.5 Object Files

Figure 34 depicts the syntax used to express object files in the simulator.

The input specifies a unique name for the file, the simulated node at which

the file resides, the length of the file in bytes, and the simulation script.

The script contains a series of statements that describe the process actions

that are to be simulated. There are five actions which can be simulated: 1)

compute, 2) receive a message, 3) send a message, 4) loop back to a previous

command a specific number of times, and 5) terminate the process simulation.

By appropriately combining these commands, one can construct a script which

simulates the activities of a given user process.
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<entry> <link> I <node>

<link> 1 <from> <to> <bandwidth> (all links are half-duplex)

<node> n <node id> <memory> <speed> <timeslice> <terminals>
<disk> <disk speed> <disk latency>

<from> ::= <node id>

<to> ::= <node id>

<node id> ::= <integer>

<bandwidth> ::= <integer (link bandwidth in bytes per second)>

<memory> ::= <integer (main memory in bytes)>

<speed> ::= <integer (average speed of the CPU in instructions per
second)>

<timeslice> ::= <integer (microseconds)>

<terminals> <integer (number of attached user terminals)>

<disk> ::= <integer (number of attached disks)>

<disk speed> ::= <integer (transfer speed of disk in bytes/sec)>

<disk latency> ::= <integer (average disk latency in microseconds)>

<integer> ::= <digit> f <digit> }

Examples:

n 1 256000 5000000 1000 50 3 500000 100
(Node #1 has 250K bytes of memory, processes at the rate of
5 MIPS, has a time slice of 1000 microseconds, has 50 user
terminals attached to it, has 3 disks attached to it,
each disk can transfer at the rate of 500,000 bytes/sec,
and each disk has an average latency of 100 microseconds.)

1 5 6 4000000
(This link connects node 5 to node 6 with a half-duplex
communication path that can transmit at the rate of
4 million bytes/see.)

Figure 30. Syntax of FDPS Configuration Input for the Simulator
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<work request> <logical net>

<logical net> <logical node> { <node separator>

I <node separator> ) <logical node> }

<node separator> ::, I <pipe connection>

<pipe connection> < (port> ] *J ( <logical node number> ]
[ .<port> ]

<port> ::= <integer>

<logical node number> ::= <integer> I $ I <label>

<logical node> [ :<label> I <simple node>

<simple node> : <i/o redirector> } <command name>
I <i/o, redirector> }

<i/o redirector> <file name> '>' [ <port> ] I
[ <port> ] '>' <file name> I
[ <port> '>>' <file name> I

'>>' C <port> ]

<command name> <command file name> I <object file name>

<label> ::= <identifier>

<file name> <data file name>

<identifier> <letter> { <letter> I <digit> }

<integer> ::= <digit> { <digit> I

Figure 31. Work Request Syntax
(Based on [AKIN80])

5.1.4.6 Data Files

Data file descriptions, depicted in Figure 35, are the final type of input

information which can be presented to the simulator. The data file input

contains an identifying name, a node identification indicating the file's

simulated location, and a specification of the file size. Data is not

actually stored by the simulator.
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<work request population> ::= <work request entry>

<work request entry>

<work request entry> ::= { <node identifier> } : <work request>

<node identifier> ::= <integer>

<work request> ::= (see Figure 31)

<integer> ::= <digit> { <digit> }

Examples:

1 2 3 4 5 pgml pgm2 { the work request 'pgml I pgm2'
is available on nodes 1, 2, 3,
4, and 5 1

1 3 : pgml { the work request 'pgml' is
available on nodes 1 and 3 1

Figure 32. Syntax of Work Request Population Input to the Simulator

5.1.5 XTh Simator Deian
The simulator is composed of several modules (see Table 3). In each

module, closely related data structures and the procedures that modify these

data structures are defined. The only access to the data structure is through

these procedures. This design allows one to isolate the portion of the

simulator that represents the model of control and conduct experiments with

various perturbations of the control model. Without this type of design, each

perturbation could easily require significant changes to the entire simulator.

The simulator is composed of the following modules: a node module, message

system module, file system module, command interpreter module, task set and

process manager module, and a load generator module. The bulk of code

representing the simulated executive control is contained in the FILE SYSTEM

and TASK SET AND PROCESS MANAGER modules.
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<command file> ::= C <node id> <command file name>
{ <work request> }
ENDC

<node id> ::= <integer>

<command file name> ::= <up to 8 characters>

<work request> ::= (see Figure 31)

<integer> ::= <digit> { <digit> }

Examples:

C 1 efilel
pgml 1 pgm2 11a 21b :a pgm3 1 pgm4 1c.1 :b pgm5 1 pgm6 1.2 :c pgm7
pgml I pgm5
ENDC

Figure 33. Syntax of Command File Descriptions for the Simulator

5.1.5.1 Mode Module

The NODE MODULE simulates the hardware activities of each node (e.g., the

processor and attached disks). This includes the simulation of user

activities as specified by process scripts and the simulation of disk traffic.

In addition, this module provides the local operating system functions of

dispatching, blocking processes for message transmission or reception, and

unblocking processes.

5.1.5.2 Message System

All activities dealing with messages are handled by the MESSAGE SYSTEM. Among

the services provided by this module are the following: 1) routing of mes-

sages, 2) placement of messages in LINK QUEUEs, 3) transmission of messages

across a link, 4) transmission of acknowledgement signals to the source end of

a link, and 5) placement of messages in PORT QUEUEs.

5.1.5.3 File System

The FILE SYSTEM stores the various types of files, which include object, com-

mand, and data files. It stores the scripts for object files and provides

access to the scripts. Similarly for command files, it stores the work
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<object file> ::= 0 <node id> <file name> <file length>
{ <action> }
ENDO

<node id> ::= <integer>

<object file name> ::= <up to 8 characters>

<object file length> ::= <integer>

<action> ::= <comp> I <loop> I <rov> I <send> I <term>

<comp> ::= c <# of instructions>

<loop> :: 1 <instruction #> <count>

<rcv> r <port>

<send> ::= s <port> <size (bytes)>

<term> ::= t

<# of instructions>, <instruction #>, <count>, <port>,
<size> <integer>

<integer> ::= <digit> f <digit> }

Examples:

0 1 objectl 1000 (object file is 1000 bytes long)
c 25 (simulate 25 computation instructions)
1 1 10 (loop back to the first instruction 10 times)
r 2 (read a message from port 2)
s 4 100 (send a 100 byte long message to port 4)
t (terminate the execution of this process)
ENDO

Figure 34. Syntax of Object File Descriptions for the Simulator

requests for each command file and controls access to the file. It is in this

module that the file management strategy for each model of control is

simulated. The reader is referred to Chapter IV for a description of each

control model including specific details concerning the file management

strategies that are simulated.
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<data file> D <node id> <data file name> <size>

<node Id> ::= <integer>

<data file name> ::= <up to 8 characters>

<size> ::= <integer (bytes)>

<integer> ::= <digit> ( <digit> }

Examples:

D 3 testfile 100000 (defines data file named 'testfile'
which will reside on node 3 and will
contain 100,000 bytes of information)

Figure 35. Syntax of Data File Descriptions for the Simulator

5.1.5.4 Command Interpreter

The COMMAND INTERPRETER parses work requests and constructs the task graph

describing the initial resource requirements for a work request.

5.1.5.5 Task Set and Process Manager

The TASK SET AND PROCESS MANAGER performs all control activities required to

manage all phases of execution of a work request. This includes activating

the COMMAND INTERPRETER; communicating with the FILE SYSTEM in order to gather

information, allocate files, or deallocate files; performing work distribution

and resource allocation; and managing active processes.

5.1.5.6 Load Generator

Work request traffic originating from the user terminals attached to each node

is simulated by the LOAD GENERATOR. A series of work requests provided by a

user at a terminal is called a user session. To simulte a user session, the

LOAD GENERATOR randomly chooses a session length from an interval specified by

the experimenter. A session starting time (measured in seconds) is also

chosen at random from an interval specified by the experimenter. Each work

request for the user session is chosen at random from the population of work

requests originally created for each node via the input statements described

above (see Figure 32). The LOAD GENERATOR also simulates the "think time"
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Table 3. Simulator Modules

Node Module
- Process user scripts
- Simulate disk activity
- Manage local processes

Message System Module
- Route messages
- Message management at each node

- Simulate the transmission of messages

File System Module
- Perform typical file management oFerations

- Locate files
- Provide access control to files

- Store and retreive data for object files and command files

Command Interpreter Module
- Parse command lines and return task graphs

Task Set and Process Manager Module
- Task set management

- Contact file system for file availability information
- Formulate work distribution and resource allocation decision
- Contact file system for file allocation
- Contact process manager to activate processes
- Inform user of work request completion

- Process management
- Load processes
- Detect process termination and inform task set manager

Load Generator Module
- Simulate user activity

between work requests by randomly choosing a time (measured in seconds) from

another interval specified by the experimenter.

5.1.6 2=1t2CIUM lUiUmZ.M A
Performance measurements covering the following three types c data are

made: 1) the quantity of message traffic, 2) the magnitudes of various queue

lengths and their associated waiting times, and 3) the size of average work

request response times and throughput.
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To identify the impact of the executive control on the communication

system, various communication measurements are obtained. A cumulative total

of the number of user messages and control messages over the entire system is

maintained. This allows one to compare the number of control messages to the

number of user messages and thus identify how the communication system is

being utilized. In addition, a count, again categorized by user messages and

control mebsages, is maintained in matrix form to identify the total number of

messages originating at a particular node and destined for every other node.

Traffic counts on each communication link are also recorded according to their

classification as user messages or control messages. Finally, activity in the

LINK QUEUEs, where messages wait to be transmitted over each link, is recor-

ded. All of these measurements include minimum queue length, maximum queue

length, average queue length, minimum waiting time in the queue, maximum wait-

ing time, and average waiting time.

In addition to measurements concerned with the LINK QUEUEs, a similar

analysis of process queues is performed. The queues on each node that are

analvzed are the READY QUEUE (processes waiting for access to the CPU), MES-

SAGE BLOCKED QUEUE (processes that are either waiting to place a message in a

LINK QUEUE or processes waiting to receive a message), and DISK WAITING QUEUEs

(processes waiting for access to a particular disk). The types of

measurements obtained are identical to those for the LINK QUEUEs.

To identify the effectiveness of the control strategy, measurements are

obtained that identify how effectively user processing is accomplished. For

each node and cumulatively for all nodes, the following measurements are

obtained for user sessions, work requests, and processes:

1. The total number of user sessions, work requests, and proces-

ses.

2. The average service time for each user session, work request,

and process.

3. The average response time for each user session, work request,

and process.

4. The throughput for user sessions, work requests, and processes.

Georgia Institute of Technology FDPS Control
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5.2 Ma ZJiaU1Ltk ZraYgN~t

Four groups of performance experiments were conducted in this research

project. The first group of experiments observed the behavior of a system in

which only control message traffic was present on the communication system.

The second group of experiments introduced user message traffic. The third

group of experiments was similar to the first group in that only control mes-

sage traffic was present on the communication system, but a different type of

work request was utilized. The work requests that were processed in the first

two groups of experiments required significant processing time to perform the

actions specified in the request. The work requests utilized in the third

group of experiments represented jobs requiring only a small quantity of com-

putation. Work requests were selected from a mixed population of two

different types of work requests in the fourth group of experiments. The two

types of work requests corresponded to those used in the second and third

groups of experiments respectively.

The environment in all experiments consisted of a network of five nodes

interconnected in various ways providing five different interconnection

topologies: 1) a unidirectional ring, 2) a bidirectional ring, 3) a star, 4)

a fully connected network, and 5) a tree. (See Figure 36.) The nodes of each

network (see Figure 27) were all homogeneous, and each consisted of a proces-

sor capable of executing one million instructions per second. Connected to

each node were ten user terminals and three disk drives. The disks were

assumed to be identical, each with an average latency of 100 microseconds and

a transfer rate of 500,000 bytes per second.

5.2.1 Environmental 2ai able

In addition to different topologies, the bandwidth of the communication

links and the model of control were also varied for the experiments. Table 4

provides a brief comparison of the various models. Only the first four models

of control (XFDPS.1, XFDPS.2, XFDPS.3, and XFDPS.4) were utilized in these

initial experiments. Models XFDPS.5 and XFDPS.6 differ from model XFDPS.1 in

details that were not examined in these experiments. Therefore, they were not

included in the simulation studies because their observable results would have

been identical to those of XFD"S.1. Models XFDPS.5 and XFDPS.6 demonstrate

that significant variations in design may not necessarily result in per-
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Unidirectional Ring Bidirectional Ring

2 3

55

Star Fully Connected

Tree

Figure 36. Network Topologies
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formance differences under all oircumstances. Finally, It should be noted

that the central directory of model KFDPS.2 is maintained on node 1 In all

experiments.

5.2.2 ConA:tnta

Several environmental features were held constant for all experiments.

In all cases, it was assumed that all control messages were 50 bytes long.

All control models utilized the same policy for distributing work and allocat-

ing resources. This policy simply required all processes to execute on the

node where the object code for the process resided. There was only one copy

of the object code for each process in the network for these initial

experiments. The work distribution and resource allocation policy utilized

for these tests required that data files be accessed at the location where

they originally resided and not be moved prior to execution. In every

experiment all files were unique, thus leaving the control with only one

resource allocation alternative.

In the first two groups of experiments, the work requests arriving at

all nodes were of the type 'in> cand'. The data file 'in' provided input to

the process resulting from the loading of the object file 'cund'. This

provided an environment in which files were accessed only by means of reads

thus eliminating the possibility that certain work requests were either

delayed or aborted due to insufficient resources. Therefore, it was

guaranteed that all control activity resulted in the successful completion of

a work request.

In the first group of experiments, the object file 'cmnd' and data file

'in' were located on the same node. This meant that all file accesses were

local file accesses; and, thus, control message traffic was free of competi-

tion by user messages for commu.piation resources. This provided an

environment in which the effects of the control models could be observed

without the influence of an unpredictable collection of user messages.

In the second group of experiments, the object file 'cand' and data file

'in' were located on different nodes. File 'cond' was located on node i and

file 'in' was located on node j where
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Table 4. Comparison of the Models of Control

I I Technique fort Time I
I I Gathering W Vhen Files I How is the
I File System I Availability I are Reserved I Task Graph

Mdel I Directory I Tn ormation I or Looked 1 Maintained
III I

1 partitioned I query all before resource I single
and I nodes allocation and structure

distributed I work Ion node
I distribution I where work
SI decision I request arrived

I 1
2 single I query the before resource I single

centralized I central node allocation and structure
copy Iwork lon node

S I distribution I where work
SIdeoiaion request arrived

II , I
I partitioned first query before resource I single

and locally and allocation and I structure
I distributed then query work I on node
SIglobally if distribution I where work

wnecessary decision I request arrived

4 identical 1 all queries I before resource I single
copies I are delayed I allocation and I structure

I replicated I until controll work I on node
I on all I vector distribution I where work

nodes I arrives decision request arrived

I II
5 partitioned query all after resource single

and I nodes allocation and structure
I distributed I work on node

I distribution where work
I I decision request arrived
I I1I

I partitioned I query all I before resource multiple
I and I nodes I allocation and subgraphs
distributed I I work on the nodes

I I I distribution I involved in
I decision I the execution

S I Iof the taks
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i 1, if i 5

This meant each file access required transmission of data on the comunication

system. These experiments were designed to demonstrate what happens to the

performance of the control models when additional traffic is present on the

coemunication system.

The object files in each ose specified the execution of the sane

script, which is depicted In Figure 37. This script describes a process that

alternately computes and reads from a data file for 501 iterations. Given the

speed of the processors utilized in the experiments, this results in a CPU

utilization of approximately five seconds for each process.

0 10000 ( 10,000 compute instructions }
r 1 (read from port 1 )
1 1 500 f loop back to instruction one 500 times )
t { terminate the process I

Figure 37. The Script Utilized by all Processes
in Group 1 and 2 Experiments

In the third group of experiments, the work requests arriving at all

nodes were of the form 'omnd'. This simply specified the execution of an

object file which required no input file and produced no output file. Figure

38 depicts the script that represents' the actions of the object file named in

each request. The actions of the script specify only a short cmputation

resulting in a CPU utilization of approximately 0.01 seconds, given the

assumed speed of the processors in these experiments.

A population oomposed of two different types of work requests correspon-

ding to those utilized in group 2 and group 3 experiments, respectively, were

used in the fourth group of experiments. The location of object-data file

pairs for one type of work requests and object files for the other type were
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Section 5 THE ITrOD OF FlOiAMCI AN3IALIS FgO 89

o 10000 [ 10,000 oapute Instruotionh )
t ( terminate the process )

Figure 38. The Script Utilized by all Processes in Group 3 Experiments

identical to that described for the group 2 and group 3 experiments.

As mentioned in the discussion of the LOAD OIERATOR, the experimenter

must provide several intervals frm which random values are selected as input

to the simulator. In Table 5 the values utilized in the experiments are

provided. User sessions oan possess from one to one hundred work requests.

The first user session for each terminal is begun at some time between one

simulated second and fifteen simulated seoonds. The delay between the ouple-

tion of one user session and the start of a new oe on the same terminal also

ranges from one to fifteen simulated seconds. Similarly, the delay between

work requests of a user session (user fthink time) ranges from one to fifteen

seconds. Identical intervals are utilized for the delay between user sessions

and the delay between work requests because only statistics concerning work

requests are utilized in this study. Statistics concerning user sessions are

not considered important.

In order to observe steady state behavior, the start of statistics

gathering was delayed until the simulation prooeeded for some tinme. In these

studies, statistics were gathered from 30 until 330 simulated seconds. The

computer time required to perform the magnitude of calculations involved In a

simulation experiment was the factor limiting the length of time that was

simulated. The value of thirty seconds for the start of statistics gathering

seemed satisfactory because it provided enough time for all terminals to have

generated one work request (each terminal must supply Its first work request

by fifteen simulated seconds) and, in some oases, have all or at least a sub-

stantial portion of the computation for the first work request completed with

additional work requests also active.

In studies such as these, It Is desirable to provide an Identical load

for all simulation experiments, but the nature of the system under examination

makes this impossible. To provide an Identical load, one would have to

Georgia Institute of Technology FDP Control
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Table 5. Values of User Specift*d Intervals

User Session Length (1, 1001 work requests

User Session Starting Time E1, 15] seconds

Delay Between User Sessions [!, 151 seconds

Delay Between Work Requests E1, 15] seconds

Statistics Gathering Tnteryal (30, 330]0 seconds
[30, 630195 seconds

0 used in all group 1 apo group 3 experiments and all group 2
experiments except those using a unidlrectional ring with
a bandwidth of 50,000 bytes/sec

'5 used in all group 4 experiments and in group 2 experiments
using a unidirectional ring with a bandwidth of 50,000 bytes/sec

guarantee that the work requests are preanted to the simulator in the same
order and at the same exaot time intervals for each experiment. The control
models, though, are oompos9d of autonomous, oomponents and by their design will

process work requests asynchronously on each node at different rates. This

implies that even if the work requests at each node are presented in the same
order, the load provided to the simulator will be different because the timing

of work request arrivals may vary.

To clarify this point, consider the following example. Assume the loads
provided to nodes 1 and 2 are as shown in Figure 39. This figure depicts the

order in which the Work requests arriye at each node. Because the control
models process work requests at different rates, different processing

sequences are obtained for the control models. Figure 40 depicts the sequence
for model 1 and Figure 41 depkcts that for model 2. Thus, although the loads

at each node are controlled, it is impossible to control the sequence of work
requests on all nodes collectively.

Since identical loads cannot be provided, an attempt is made to
construct an unbiased load. This Is the task of the LOAD GENERATOR. Its

Georgia Institute of Teohnoloa FDPS Control
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Section 5 TO METHOD OF PZRFOUEANCE ANALYSIS Pte 01I design utilizes random selection for work requests and delays between work
requests In order to create an unbiased environment.

Lodat Node 1 1"a at Node 2

WR1 VIS
VR2 VR6
VR3 VI?
Viii WRS

Figure 39. Example of Loads Presented to Two Nodes

lode 1 RIi Vi2 Wi3 WRII

Node 2 WR5 VF16 VI? WRB

Time ----------------------------------------

Figure 40. Sequence at Work Request Arrivals When Using Model 1

Node 1 VIl WN2 WR3 Will

Node 2 WR5 WR6 WR? WR8

Time ---------------------------------------

Figure 41. Sequence of Work Request Arrivals When Using Model 2
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This group of experiments was designed to examine the performance of the

control models in an environment in which only control message traffic was

present on the communication links. Each work request in the pool utilized by

the LOAD GENERATOR specified an objeot-data file pair in which both the object

file and data file resided on the same node. Thus, file accesses by processes

did not use the communication system. There were equal numbers of objeot-data

file pairs on each node. The probability that a newly arriving work request

named an object-data file pair residing on node I was 1/5 for i x I to 5.

In this set of experiments the following three factors were varied: 1)

control model, 2) network topology, and 3) communication link bandwidth. The

values utilized in this set of experiments are presented in Table 6.

Experiments employing all possible combinations of these factors were run.

6.1.2 Observations
Values for the average response time for a work request for all group 1

experiments are provided In Table 7. For each network topology a plot of

average work request response time versus bandwidth for all models is provided

in Figures 42 through 46. In order to aid in the analysis of this data, both

absolute and relative differences of the response time values among the

different control models have been computed and can be found in Table 8.

Absolute and relative differences In response time values discovered at vary-

ing bandwidths with a single model of control are displayed in Table 9.

The comparison of response time results among the different control

models indicates no significant variance for values obtained at bandwidths

greater than 200 bytes/see for all topologies. The unidirectional ring does

not provide a significant variation until 200 bytea/sec. Experiments using

the star and tree topologies provide significant variations only when the ban-

dwidth is reduced to 50 and 100 bytes/sea, while both the fully connected and

bidirectional ring topologies provided variations only at 50 bytes/sec.

Georgia Institute of Technology FDPS Control
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Table 6. Variables fQr the Group 1 Experiments

Gotral Models

jFDPS. 1
UWDPS.2
XFDPS.3
XFDPS.

Network TopologX

Unidirectional Ring
Bidirectional Ring
Star
fully Connected
Tree

(Cou-njiatton Link Randvidth

50 bytes/sec
100 bytes/sec
200 bytes/see
600 bytes/see

1,200 bytes/sec
50,000 bytes/sec
100,000 bytes/see
500,000 bytes/see

2,500,000 bytes/see

The ordering of control models according to their average response times does

not characterize a pattern. With a unidirectional ring topology and bandwidth

of 100 bytes/sea, the ordering from longest response time on the left to

shortest on the right is as follows:

XFDPS.1 > XFDPS .3 > XFDPS.2 > XFDPS.

The bidirectional ring topology with a-oomunication bandwidth of 50 bytes/see

provides similar results with the exception that the response times for

XFDPS.2 and XrDPS.3 do not differ significantly.

XFDPS.1 > XFDPS,3 z XFDPS.2 > XFDPS.4

The star topology at both 50 and 100 bytes/sec provides an ordering in which

the response time for VPDPS.2 is les than those for the other models, which

show very little variation among themselves.

XFDPS.1 * XFDPS.3 n XFDPS.2 > XFDPS.JI

Georgia Institute of Technology rDPS Control
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Table 7. Average Work Request Response Time for Group 1

Unidirectional Ring

Bandwidth XFDPS.1 XPD.2 XFDPRI XFDPS.31

50 182.3 210.3 250.4 111.4
100 169.7 103.1 141.3 63.0
200 92.8 53.7 82.5 48.5
600 47.9 41.3 45.2 45.6

1,200 45.0 47.1 43.6 48.3
50,000 48.2 44.9 39.1 45.2
100,000 41.6 47.4 43.5 48.1
500,000 35.7 49.4 45.6 46.3

2,500,000 42.2 45.4 45.2 44.4

Bidirectional Ring

Randwidth XFDPS.1 XPS. P, XFDPS. 14P3

50 109.4 93.3 99.9 80.4
100 57.6 63.1 54.4 56.2
200 48.8 48.1 45.9 49.1
600 44.2 1.5 40.4 44.9

1,200 40.5 43.1 49.2 45.5
50,000 43.3 4.7 39.3 38.6
100,000 47.5 43.1 40.4 38.8
500,000 42.5 44.0 47.9 4.9

2,500,000 47.7 51.3 42.8 43.0

Star

Bandwidth XFDPS.1 XFDPS-2 IFDPS.1 FVDPS.4 

50 133.2 58.7 114.5 125.0
100 66.4 43.0 59.4 64.7
200 44.3 45.0 45.9 53.6
600 46.8 45.4 39.9 46.2

1,200 46.5 41.9 39.5 44.4
50,000 41.4 43.5 45.9 30.7
100,000 45.0 45.9 44.7 44.9
500,000 39.9 46.2 44.9 48.1

2,500,000 43.0 40.9 36.2 33.8

Note: all values are in seconds

Georgia Institute of Teohnology FDPS Control
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Table 7. AVerage VorC Request Response Time for Group 1
(oontinued)

Fully Conneoted

fla-yida ][DPR. I IVDP. 2 MFDP-1. 1 X]DPS. 11

50 17.7 17.6 47.2 68.3
100 43.8 51. 6 42.8 51.3
200 16.7 47.0 441.5 47.3
600 12.6 42.9 47.2 47.

1,200 43.2 46.3 45.1 43.3
50,000 441.0 39.7 39.9 441.2
100,000 4411.41 38.2 36.3 415.41

500,000 42.8 46.1 13.1 43.5
2,500,000 111.3 119.2 43.6 41.2

Tree

Bandvidth !lp-P 1 !FDPS.2 FDPSA XFDPS.11

50 190.1 132.7 1511.6 1341.8
100 93.1 66.0 95.1 72.8
200 51.0 115.11 17.7 52.2
600 17.9 13.9 17.0 15.8

1,200 1141.11 15.5 15.7 46.3
50,000 111.5 42.0 13.9 13.5
100,000 116.11 112.1 13.3 36.3
500,000 13.3 115.6 115.0 12.2

2,500,000 115.11 18.2 13.8 15.0

Note: all values are In soonds

Oeorgia Institute of Teohnology FDPS Control
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Figure 42. Average Work Request Response Tine vs. Bandwidth
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for Group 1 Experiments
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Figure 43. Average Work Request Response Time vs. Bandwidth
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for Group 1 Experiments
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for Group 1 Experiments
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Table 8. Comparison of Response Times from Group 1 Experiments
Using Different Control Models

Absolute Differenoes

Unidireotional Ring

Bandwidth d12 d13 dl4 d d21 dq

50 28.0 68.1 70.9 110.1 98.9 139.0
100 66.6 28.11 106.7 38.2 110.1 78.3
200 39.1 W0.3 1111.3 28.8 5.2 34,.0
600 6.6 2.7 2.3 3.9 11.3 0.11

1,200 2.1 1.11 3.3 3.5 1.2 4.7
50,000 3.3 9.1 3.0 5.8 0.3 6.1
100,000 5.8 1.9 6.5 3.9 0.7 11.6
500,000 13.7 9.9 10.6 3.8 3.1 0.7

2,500,000 3.2 3.0 2.2 0.2 1.0 0.8

Bidirectional Ring

Bandwidth d12 dl d14 d2. d21 d'44

50 16.1 9.5 29.0 6.6 12.9 19.5
100 5.5 3.2 1.11 8.7 6.9 1.8
200 0.7 2.9 0.3 2.2 1.0 3.2
600 2.7 3.8 0.7 1.1 3.4 11.5

1,200 2.6 8.7 5.0 6.1 2.11 3.7
50,000 1.6 11.0 11.7 2.11 3.1 0.7
100,000 11.11 7.1 8.7 2.7 1.3 1.6
500,000 1.5 5.11 2.4 3.9 0.9 3.0

2,500,000 3.6 4.9 4.7 8.5 8.3 0.2

Star

Bandwidth d12 dI1 d11 d2l d21 d'1

50 711.5 18.7 8.2 55.8 66.3 10.5
100 23.11 7.0 1.7 16.11 21.7 5.3
200 0.7 1.6 9.3 0.9 8.6 7.7
600 1.11 6.9 0.6 5.5 0.8 6.3

1,200 11.6 7.0 2.1 2.11 2.5 .9
50,000 2.1 11.5 0.7 2.11 2.8 5.2
100,000 0.9 0.3 0.1 1.2 1.0 0.2
500,000 6.3 5.0 8.2 1.3 1.9 3.2

2,500,000 2.1 6 8 0.8 11.7 2.9 7.6

Notation: diJ = IRTi - RT ,t e RTi a Response time using IFDPS.i

on next page)
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Table 8. Comparison of Response Times from Group 1 Experiments
Using Different Control Models

(oontinued)

Absolute Differences

Fully Connected

Bandwidth d12 d1- d141 d2l d241 d,4

50 0.1 0.5 20.6 0.4 20.7 21.1
100 7.6 1.0 7.5 8.6 0.1 8.5
200 0.3 2.2 0.6 2.5 0.3 2.8
600 0.3 4.6 4.8 4.3 4.5 0.2

1,200 3.1 1.9 0.1 1.2 3.0 1.8
50,000 4.3 4.1 0.2 0.2 4.5 4.3

100,000 6.2 8.1 1.0 1.9 7.2 9.1
500,000 3.3 0.3 0.7 3.0 2.6 0.41

2,500,000 7.9 2.3 0.1 5.6 8.0 2.4

Tree

Bandwidth d12 d1l d141 d2l d214 d'44

50 57.7 35.8 55.6 21.9 2.1 19.8
100 27.4 1.7 20.6 29.1 6.8 22.3
200 5.6 3.3 1.2 2.3 6.8 4.5
600 4.0 0.9 2.1 3.1 1.9 1.2

1,200 1.1 1.3 1.9 0.2 0.8 0.6
50,000 2.5 0.6 1.0 1.9 1.5 0.4
100,000 4.3 3.1 10.1 1.2 5.8 7.0
500,000 2.3 1.7 1.1 0.6 3.4 2.8

2,500,000 2.8 1.6 0.4 4.4 3.2 1.2

Notation: diJ = IRTI. - RTJI, vhere RTi - Response time using XFDPS.i

(continued on next page)
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Table 8. Comparison of Response Times from Group 1 Experiments
Using Different Control Models

(oontinued)

Relative Differences

Unidireotional Ring

Bandwidth d12 dill d1 d2I d2J4 dI4!

50 0.13 0.27 0.39 0.16 0.47 0.56
100 0.39 0.17 0.63 0.27 0.39 0.55
200 0.42 0.11 0.48 0.35 0.10 0.41
600 0.14 0.06 0.05 0.09 0.09 0.00

1,200 0.04 0.03 0.07 0.07 0.02 0.10
50,000 0.07 0.19 0.06 0.13 0.00 0.13
100,000 0.12 0.04 0.14 0.08 0.01 0.10
500,000 0.28 0.22 0.23 0.08 0.06 0.02

2,500,000 0.07 0.07 0.05 0.00 0.02 0.02

Bidirectional Ring

Bandwidth d12 d1 d14 d2 d24 d4

50 0.15 0.09 0.27 0.07 0.14 0.20
100 0.09 0.06 0.02 0.14 0.11 0.03
200 0.01 0.06 0.00 0.05 0.02 0.07
600 0.06 0.09 0.02 0.03 0.08 0.10

1,200 0.06 0.18 0.11 0.12 0.05 0.08
50,000 0.04 0.09 0.11 0.06 0.07 0.02
100,000 0.09 0.15 0.18 0.06 0.10 0.04
500,000 0.03 0.11 0.05 0.08 0.02 0.06

2,500,000 0.07 0.10 0.10 0.17 0.16 0.00

Star

Bandwidth d12 d1l d14 d2 . d24 d441

50 0.56 0.14 0.06 0.49 0.53 0.08
100 0.35 0.11 0.03 0.28 0.34 0.08
200 0.02 0.03 0.17 0.02 0.16 0.14
600 0.03 0.15 0;01 0.12 0.02 0.14

1,200 0.10 0.15 0.05 0.06 0.06 0.11
50,000 0.05 0.10 0.02 0.05 0.06 0.11
100,000 0.02 0.00 0.00 0.03 0.02 0.00
500,000 0.14 0.11 0.17 0.03 0.04 0.07

2,500,000 0.05 0.16 0.02 0.11 0.07 0.17

Notation: dij a IiT:L - RTJI / Max (it, RTJ)

(continued on next page)
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Table 8. Comparison of Response Times from Group 1 Experiments
Using Different Control Models

(oontinued)

Relative Differences

Fully Connected

Bandvidth d12 dl dlt d24 d241 dq

50 0.00 0.01 0.30 0.00 0.30 0.31
100 0.15 0.02 0.15 0.17 0.00 0.17
200 0.00 0.05 0.01 0.05 0.00 0.06
600 0.00 0.10 0.10 0.09 0.09 0.00

1,200 0.07 0.01 0.00 0.03 0.06 0.01
50,000 0.10 0.09 0.00 0.00 0.10 0.10
100,000 0.11 0.18 0.02 0.05 0.16 0.20
500,000 0.07 0.00 0.02 O.OT 0.06 0.00

2,500,000 0.16 0.05 0.00 0.11 0.16 0.06

Tree

Bandvidth d12 d1l dl11 d2" d24 d

50 0.30 0.19 0.29 0.114 0.02 0.13
100 0.29 0.02 0.22 0.31 0.09 0.23
200 0.11 0.06 0.02 0.05 0.13 0.09
600 0.08 0.02 0.011 0.07 0.01 0.03

1,200 0.02 0.03 0.041 0.00 0.02 0.01
50,000 0.06 0.01 0.02 0.01 0.03 0.00
100,000 0.09 0.07 0.22 0.03 0.141 0.16
500,000 0.05 0.01 0.03 0.01 0.07 0.06

2,500,000 0.06 0.01 0.00 0.09 0.07 0.03

Notation: dij = IRTi - RTJI I Max (iTi, RTJ)

Georgia Institute of Toohnology FDP3 Control SI
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Table 9. Comparison of Response Times from Group 1 Experiments
Using Different Bandwidths but the Same Control Model

Absolute Differenoes

Unidireotional Ring

Bandwidths XFDPS.1 XFDPS.2 XFDPS,3 XFDPS.4
a b dab dab dab -dab

50 100 12.6 107.2 109.1 48.4
100 200 76.9 49.4 58.8 14.5
200 600 441.9 12.4 37.3 2.9
600 1,200 2.9 5.8 1.6 2.7

1,200 50,000 3.2 2.2 4.5 3.1
50,000 100,000 6.6 2.5 4.4 2.9
100,000 500,000 5.9 2.0 2.1 1.8
500,000 2,500,000 6.5 4.0 0.4 1.9

Bidirectional Ring

Bandwidths XFDPS.1 XFDPS.2 IFDPS,3 XFDPS.,4
a b dab dab dab dab

50 100 51.8 30.2 45.5 24.2
100 200 8.8 15.0 8.5 7.1
200 600 4.6 6.6 5.5 4.2
600 1,200 3.7 1.6 8.8 0.6

1,200 50,000 2.8 1.4 9.9 6.9
50,000 100,000 4.2 1.4 1.1 0.2
100,000 500,000 5.0 0.9 7.5 6.1
500,000 2,500,000 5.2 7.3 5.1 1.9

Star

Bandwidths WFDPS.1 XFDPS.2 XFDPS.3 XFDPS.4
Ab dab dab dab dab

50 100 66.8 15.7 55.1 60.3
100 200 22.1 2.0 13.5 11.1
200 600 2.5 0.1 6.0 7.4
600 1,200 0.3 3.5 0.4 1.8

1,200 50,000 5.1 1.6 6.4 3.7
000 3.6 2.11 1.2 4.2

188:888 488:000 5.1 0.3 0.2 3.2
500,000 2,500,000 3.1 5.3 8.7 4.3

(oontinued on next page)
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Table 9. Comparison of Response Times from Group 1 Experiments
Using Different Control Models but the Same Bandwidth

(continued)

Fully Connected

Bandwidth& VFDPS.1 FDPS.2 XFDPS. 3 XFDPS. 4
a hdah dab dab

50 100 3.9 3.8 4.4 17.0
100 200 2.9 4.4 1.7 4.0
200 600 4.1 4.1 2.7 0.1
600 1,200 0.6 3f4 2.1 4.1

1,200 50,000 0.8 6.6 5.2 0.9
50,000 100,000 0.4 1.5 3.6 1.2
100,000 500,000 1.6 7.9 6.8 1.9
500,000 2,500,000 1.5 3.1 0.5 2.3

Tree

Bandwidths XFDPS.1 XFDPS. 2 FDPS. 3 XFDPS. 31
A b dab dab dab dab

50 100 97.0 66.7 59.5 62.0
100 200 42.4 20.6 47.4 20.6
200 600 3.1 1.5 0.7 6.4
600 1,200 3.5 1.6 1.3 0.5

1,200 50,000 0.1 3.5 1.8 2.8
50,000 100,000 1.9 0.1 0.6 7.2
100,000 500,000 3.1 3.5 1.7 5.9
500,000 2,500,000 2.1 2.6 1.2 2.8

Relative Differences

Unidirectional Ring

Bandwidths XDPS.1 IFDPS.2 XFDPS.3 IFDPS.
ab dab dab dab dab

50 100 0.07 0.51 0.44 0.43
100 200 0.15 0.348 0.342 0.23
200 600 0.348 0.23 0.45 0.06
600 1,200 0.06 0.12 0.04 0.06

1,200 50,000 0.07 0.05 0.10 0.06
50,000 100,000 0.11 0.05 0.10 0.06
100,000 500,000 0.11 0.04 0.05 0.04500,000 2,500,000 0.15 0.08 0.00 0.04

(continued on next page)
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Table 9. Comparison of Response Tines from Group 1 Experiments
Using Different Control Models but the Same Bandwidth

(continued)

Bidirectional Ring

Bandwidths XFDPS.1 XFDPS.2 XFDPS.3 XFDPS.,4
a b dab dab dab dab

50 100 0.A7 0.32 o.116 0.30
100 200 0.15 0.24i 0.16 0.13
200 600 0.09 0.14 0.12 0.09
600 1,200 0.08 0.04 0.18 0.01

1,200 50,000 0.06 0.03 0.20 0.15
50,000 100,000 0.09 0.03 0.03 0.00
100,000 500,000 0.11 0.02 0.16 0.14
500,000 2,500,000 0.11 0.111 0.11 0.04

Star

Bandwidths XFDPS.1 XFDPS.2 XFDPS.3 XFDPS.4
a b dab dab dab dab

50 100 0.50 0.27 0.48 0.48
100 200 0.33 0.04 0.23 0.17
200 600 0.05 0.00 0.13 0.14
600 1,200 0.00 0.08 0.01 0.04

1,200 50,000 0.11 0.04 0.14 0.08
50,000 100,000 0.08 0.05 0.03 0.09
100,000 500,000 0.11 0.00 0.00 0.07
500,000 2,500,000 0.07 0.11 0.19 0.09

Fully Connected

Bandwidths XFDPS.1 XFDPS.2 XFDPS.3 XFIPS.1
a b dab dab dab dab

50 100 0.08 0.07 0.09 0.25

100 200 0.06 0.09 0.04 0.08
200 600 0.09 0.09 0.06 0.00
600 1,200 0.01 0.07 0.04 0.09

1,200 50,000 0.02 0.14 0.12 0.02
50,000 100,000 0.00 0.04 0.09 0.03
100,000 500,000 0.04 0.17 0.16 0.04!
500,000 2,500,000 0.04 0.06 0.01 0.05

(continued on next page)
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Table 9. Comparison of Response Times from Group I Experiments
Using Different Control Models but the Same Bandwidth

(oontinued)

Tree

Bandwidths XFDPS.1 XFDPS.2 XFDPS.3 XFDPS.4
a b dab dab dab dab

50 100 0.51 0.50 0.38 0.46
100 200 0.45 0.31 0.50 0.28
200 600 0.06 0.03 0.01 0.12
600 1,200 0.07 0.04 0.03 0.01

1,200 50,000 0.00 0.08 0.04 0.06
50,000 100,000 0.04 0.00 0.01 0.17
100,000 500,000 0.07 0.08 0.04 0.14
500,000 2,500,000 0.05 0.05 0.03 0.06

It is XFDPS.4 that provides a larger average response time than the other

models when a fully connected topology with a bandwidth of 50 bytes/see is

utilized.

XFDP.11 > XFDPS.1 * XFDPS.2 u XFDPS.3

The tree topology at 50 and 100 bytes/see provides results indicating superior

performance by ]FDPS.2 and ][DPS.4 over that of XFDPS.1 and XFDPS.3.

WDPS.1 > XFDPS.3 > XFDPS.2 z XFDPS.1

A comparison of the results of each model at different bandwidths

indicates very little variation until a relatively small bandwidth is reached.

With the unidirectional ring no variation is observed until the bandwidth is

changed from 600 to 200 bytes/sea. The point of change for the bidirectional

ring and star topologies does not occur until the bandwidth is reduced from

100 to 50 bytes/seo. The tree topology shows a change when the bandwidth is

changed from 200 to 100 bytes/sec. Only IFDPS.4 shows a change with a fully

connected topology. This change occurs when the bandwidth is varied from 100

to 50 bytes/sec.

This group of experiments demonstrates very little variation in average

response times. Only when the ommunication bandwidth is made very small is

any appreciable variation observed. A comparison of results among the models

Georgia Institute of Technology FDPS Control
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indicates no consistent pattern if the control models are ordered by the

average response tines obtained when each model is utilized.

6.2 M1rk uMi .JtJAaUK DnAx ZmAa ZiJa AMa"

6.2.1 Mh iL~ ant

The second group of experiments investigated the effect of the presence

of user message traffic in addition to control message traffic on the com-

aunication system. The work requests in this set of experiments were similar

to those used in the first group with the exception that the object and data

files of an object-data file pair were located on different nodes. In all

cases if the object file was located on node i, the data file was located on

node j where

= '+ 1, i< 5

As in the first group, the object-data file pairs were spread evenly across

all nodes of the network.

The same three factors (control model, network topology, and communica-

tion link bandwidth) utilized in the first group of experiments were used in

the second set. The values used in this set of experiments are presented in

Table 10. Experiments utilizing all combinations of these factors were run.

6.2.2

Table 11 contains the average work request response times for the second

group of experiments. As with the group 1 data, plots of average work request

response time versus bandwidth for all control models are presented for each

network topology in Figures 47 through 51. Table 12 contains a comparison of

the average response tine values obtained with different control models with

the same network topology and communication bandwidth. A comparison of the

average response time values obtained with the same control model using the

same network topology but different communication bandwidths is provided in

Table 13.

The results obtained with different control models does not provide any

pattern in which the control models can be ordered according to average

response times obtained with the models. Results from experiments using a

Georgia Institute of Technology FDPS Control 'I
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Table 10. Variables for the Group 2 Experiments

Control Models

XFDPS.1
XFDPS.2
XFDPS. 3
XFDPS.

Network Topologv

Unidirectional Ring
Bidirectional Ring
Star
Fully Connected
Tree

Conmunication Link Bandwidth

50,000 bytes/see
100,000 bytes/see
500,000 bytes/see

unidirectional ring network topology indicate similar performance charac-

teristics for all models.

XFDPS.1 = XFDPS.2 : XFDPS.3 : XFDPS.4

Experiments utilizing the bidirectional ring indicate a different ordering at

each bandwidth. At 50,000 bytes/sec the average response time for XFDPS.4 is

longer than those for the other models which have similar values.

XFDPS.4 > XFDPS.1 XFDPS.2 : XFDPS.3

No significant difference is found among the models at 100,000 bytes/sec. At

500,000 bytes/sec the average response tines are ordered as follows:

XFDPS.1 a XFDPS.3 > XFDPS.2 > XFDPS.4

The star topology experiences changes only with a bandwidth of 500,000

bytes/see. In this case the average response time for XFDPS.4 is greater than

that obtained while utilizing the other models.

XFDPS.I > XFDPS.1 s = DPS.2 = IFDPS.3

At 50,000 and 500,000 bytes/see, experiments with a fully connected network

topology provide the same ordering in which the average response time for

XFDPS.4 is larger than that obtained with any of the other models.

Georgia Institute of Technology FDPS Control
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Table 11. Average Work Request Response Time for Group 2

Unidirectional Ring

Bandwidth XFDPS.1 IFDPS.2 .FDPS.1 XFDPS.4

50,000 450.4 470.9 461.3 460.0
100,000 230.2 216.2 220.8 229.1
500,000 55.1 56.2 56.6 57.4

Bidirectional Ring

Bandwidth XPDPS.1 XFDPS.2 -XFDPS. XFDPS.4

50,000 78.3 70.0 77.0 61.7
100,000 49.6 47.2 52.4 55.0
500,000 54.2 49.6 48.9 61.5

Star

Bandwidth XFDPS.1 XFDPS.2 XFDPSA XFDPS.4

50,000 122.4 124.5 120.0 121.1
100,000 59.1 58.8 57.9 64.1
500,000 54.4 52.9 50.4 60.0

Fully Connected

Bandwidth XFDPS.1 XFDPS.2 XFDPS. IFDPS.4

50,000 71.1 66.8 69.2 84.1
100,000 54.3 48.9 47.7 57.0
500,000 48.9 49.2 50.0 61.5

Tree

Bandwidth XFDPS.1 XFDPS.2 .XDPS.A XPDPS4

50,000 239.0 238.2 186.7 214.5
100,000 107.0 112.2 115.0 116.2
500,000 55.6 61.5 55.0 64.4

Note: all values are in seconds

Georgia Institute of Technology FDPS Control
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Figure 47. Average Work Request Response Time vs. Bandwidth
for a Unidireotional Ring Network Topology

for Group 2 Experiments
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Figure 4~8. Average Work Request Response Time vs. Bandwidth
for a Bidirectional Ring Network Topology

for Group 2 Experiments
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Figure 50. Average Work Request Response Time vs. Bandwidth

for a Fully Connected Network Topology
for Group 2 Experiments
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Figure 51. Average Work Request Response Tine vs. Bandwidth
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Table 12. Comparison of Response Times from Group 2 Experiments
Using Different Control Models

Absolute Differences

Unidirectional Ring

Bandwidth d12 d1- dl4 d2 . d24 dA4

50,000 20.5 10.9 9.6 9.6 10.9 1.3
100,000 14.0 9.4 1.1 4.6 12.9 8.3
500,000 1.1 1.5 2.3 0.4 1.2 0.8

Bidirectional Ring

Bandvidth d12 d1 dll d2A d24 d44

50,000 8.3 1.3 16.6 7.0 8.3 15.3
100,000 2.4 2.8 5.4 5.2 7.8 2.6
500,000 4.6 5.3 7.3 0.7 11.9 12.6

Star

Randtdth d12 d1- d14 d2l d24 d314

50,000 2.1 2.4 1.3 4.5 3.4 1.1
100,000 0.3 1.2 5.0 0.9 5.3 6.2
500,000 1.5 4.o 5.6 2.5 7.1 9.6

Fully Connected

Zandwidth d12 dli dll d2q d214 dA4

50,000 4,.3 1.9 13.0 2.4 17.3 14.9
100,000 5.4 6.6 2.7 1.2 8.1 9.3
500,000 0.3 1.1 12.6 0.8 12.3 11.5

Tree

Bandvidth d12 d1 dll d24 d214 d'44

50,000 0.8 52.3 24.5 51.5 23.7 27.8
100,000 5.2 8.0 9.2 2.8 4.0 1.2
500,000 5.9 0.6 8.8 6.5 2.9 9.14

Notation: diJ = IRTI - RTJI, where RTI m Response time using XFDPS.i

(continued on next page)
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Table 12. Comparison of Response Times from Oroup 2 Experiments
Using Different Control Modols

(oontinued)

Relative Differences

Unidirectional Ring

1landth d12 d1 d141 d2l d24 dq

50,000 0.01 0.02 0.02 0.02 0.02 0.00
100,000 0.06 0.01 0.00 0.02 0.06 0.01
500,000 0.02 0.03 0.04 0.00 0.02 0.01

Bidirectional Ring

Bandvidth d12 d1l . d1i d2t d2A d1l4

50,000 0.11 0.02 0.21 0.09 0.12 0.20
100,000 0.05 0.05 0.10 0.10 0.111 0.05
500,000 0.08 0.10 0.12 0.01 0.19 0.20

star

Bandwidth d12 dIA dl4 d2t d21 d

50,000 0.02 0.02 0.01 0.041 0.03 0.00
100,000 0.00 0.02 0.08 0.02 0.08 0.10
500,000 0.03 0.07 0.09 0.05 0.12 0.16

Fully Connected

Bandwidth d12 dl dl4 d2l d24 d34i

50,000 0.06 0.03 0.15 0.03 0.21 0.18
100,000 0.10 0.12 0.05 0.02 0.11 0.16
500,000 0.00 0.02 0.20 0.02 0.20 0.19

Tree

BandvIdth d12 d1q dl4 d2l d24 dq

50,000 0.00 0.22 0.10 0.22 0.10 0.13
100,000 0.05 0.07 0.08 0.02 0.03 0.01
500,000 0.10 0.01 0.11 0.11 0.05 0.15

Notation: diJ a IRTi - RTJI / Max (RTi, RTJ)

Georgia Institute of Technology FDPS Control
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Table 13. Comperison of Response Times from Group 2 Experiments
Using Different Bandvidths but the Same Control Model

Absolute Differenoes

Unidirectional Ring

Bandwidths WDPS.1 XFDPS.2 XFDPS.3 XFDPS.4
a b dab dab dab dab
50,000 100,000 220.2 254.7 240.5 230.9

100,000 500,000 175.1 160.0 164.2 171.7

Bidirectional Ring

Bandwidths FDPS.1 XFDPS.2 XFDPS.3 XFDPS.4
A dab . dab dab dab

50,000 100,000 28.7 22.8 24.6 6.7

100,000 500,000 4.6 2.4 3.5 6.5

Star

Bandwidths XFDPS.1 XFDPS.2 XFDPS.3 XFDPS.41
a b dab dab dab dab

50,000 100,000 63.3 65.7 62.1 57.0
100,000 500,000 1.7 5.9 7.5 11.1

Fully Connected

Bandwidths XvDPS.1 XFDPS.2 XFDPS.3 XFDPS.1
a b dab dab dab dab

50,000 100,000 16.8 17.9 21.5 27.1

100,000 500,000 5.41 0.3 2.3 4.5

Tree

Bandwidths XFDPS.1 XFDPS.2 XFDPS.3 XFDPS.4
a b dab dab dab dab

50,000 100,000 132.0 126.0 71.7 98.3
100,000 500,000 51.4 50.7 60.0 51.8

(continued on next page)
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Table 13. Comparison of Response Times from Group I Experiments
Using Different Control Models but the Same Bandwidth

(continued)

Relative Differences

Unidirectional Ring

Bandwidths IFDPS.1 XFDPS.2 IFDPS.3 XFDPS.4
a b dab dab dab dab

50,000 100,000 0.119 0.541 0.52 0.50
100,000 500,000 0.76 0.714 0.74 0.75

Bidirectional Ring

Bandwidths XFDPS.1 WFDPS.2 XFDPS.3 XFDPS.1
a b dab dab dab dab

50,000 100,000 0.37 0.33 0.32 0.11
100,000 500,000 0.08 0.05 0.07 0.11

Star

Bandwidths VFDPS. I XFDPS. 2 XFDPS. 3 IFDPS.4
a b dab dab dab dab

50,000 100,000 0.52 0.53 0.52 0.AT
100,000 500,000 0.08 0.10 0.13 0.06

Fully Connected

Bandwidths ZFDPS.1 FDPS.2 IFDPS.3 XFDPS.4
ab dab dab dab dab

50,000 100,000 0.21 0.27 0.31 0.32
100,000 500,000 0.10 0.00 0.05 0.07

Tree

Bandwidths VDPS.1 XFDPS.2 KFDPS.3 ]FDPS.1
a b dab dab dab dab

50,000 100,000 0.55 0.53 0.38 0.116
100,000 500,000 0.48 0.45 0.52 0.45

Georgia Institute of Teohnology FDPS Control
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WrDPS.4 > XVDPS.1 u WDPS.2 z XFDPS.3

At 100,000 bytes/sec XFDPS.1 and XFDPS.4 provide similar values which are lar-

ger than those provided by XFDPS.2 and XFDPS.3.

XFDPS.1 XFDPS.4 > XFDPS.2 a XFDPS.3

The tree network topology displays differences only with a bandwidth of 50,000

bytes/see. The ordering in this case is as follows:

XFDPS.1 z XFDPS.2 > XFDPS.3 > XFDPS.4

A comparison of average response time values obtained with the same

control model and network topology but varying the bandwidth indicates changes

at all bandwidths for all models when both the unidirectional ring and tree

network topologies are used. Experiments utilizing XFDPS.4 and the bidirec-

tional ring network topology demonstrate no significant variance among the

results obtained with the three bandwidths (50,000, 100,000, and 500,000

bytes/see) used in these experiments. Experiments with the bidirectional ring

demonstrated differences for the other models when comparing values obtained

at 50,000 bytes/see to those obtained at 100,000 bytes/see. The results

obtained from the star and fully connected network topologies demonstrate

differences in average response time values obtained with 50,000 and 100,000

bytes/sec bandwidths. This holds true for experiments conducted with all

control models.

6.3 jgrk Ruaueata IggULCL Littla e

6.3.1 . AWA11. rMMLu

The third group of experiments was designed to demonstrate that

differences in the performance of the control models do exist and that this

difference can be observed when the time representing control overhead

approaches the required service time for a work request. Each work request in

this group of experiments named only an object file which performed a very

short computation. No data file accesses were required. The probability that

a work request arriving at any node named an object file residing on node i

was 1/5 for i a 1 to 5.

In this set of experiments the following three factors were varied: 1)

control model, 2) network topology, and 3) comunication link bandwidth. The

values used in this group of experiments are presented in Table 14.

Experiments employing all possible combinations of these factors were condue-

Georgia Institute of Technology FDPS Control
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ted.

Table 141. Variables for the Group 3 Experiments

Control Models

IFDPS.1
IFDP3. 2
XFDPS.3
XFDPS.4~

Network Tonolony

Unidirectional Ring
Bidirectional Ring
Star
Fully Connected
Tree

1,200 byte&see
50,000 bytes/sec
100,000 bytes/sec
500,000 bytes/sec

Georgia Institute of Technology FDPS Control
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6.3.2 bMCEaM
The values for average response times obtained in the third group of

experiments are presented in Table 15. A graphical representation of this

data separated on the basis of network topology is given in Figures 52 through

56. A comparison of the average response time values obtained using the same

network topology and communication bandwidth but different control models is

provided in Table 16. A comparison of the values obtained with the same

network topology and control model but different bandwidth is provided in

Table 17.

In this group of experiments, a pattern is observed for the ordering of

control models based on the average response times obtained utilizing these

models. The following ordering is observed:

XFDPS.4 > XFDPS.1 > XFDPS.3 > XFDPS.2

This ordering is typically observed in experiments utilizing bandwidths of

1200 bytes/sec for all network topologies. In experiments using the higher

bandwidths, the distinction between models IFDPS.1, XFDPS.2, and XFDPS.3

disappear, but the average response times obtained with XFDPS.4 remain

significantly larger than those obtained with the other models.

When comparing the values for average response times obtained from

experiments conducted with the unidirectional ring, bidirectional ring, and

star network topologies using the same control model but varying the com-

munication bandwidth, one observes changes at all bandwidths. Experiments

utilizing the fully connected and tree network topologies provide changes at

all bandwidths for only XFDPS.4. All other models demonstrate variances only

at a bandwidth of 1200 bytes/sec.

6.4 l jad ZgMaL gf Xg Rauesta

6.4.1 Mae

The behavior of average response time for different types of jobs when

the ratio of jobs is varied is investigated in the fourth group of

experiments. The two types of work requests utilized in this set of

experiments will be referred to as type 1 and 2 respectively. Type 1 work

requests are identical to those used in the third group of experiments. They

are characterized by aooessing no data files and requiring very little proces-

sing time to complete. The object files named in the work requests are spread

Georxia Institute of Technology FDPS Control
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Table 15. Average Work Request Response Time for 
Group 3

Onidireotional Ring

Bandwidth XPDPS.1 XFIPS.2 XFDPS-A IFDPS.4

1,200 4.9 0.6 3.4 2.1
50,000 0.041 0.038 0.039 0.047
100,000 0.033 0.031 0.032 0.037
500,000 0.027 0.025 0.026 0.031

Bidirectional Ring

Bandwidth XFDPS.1 XVDPS.2 IFDPS.l XFDPS.4

1,200 0.59 0.37 0.49 2.04

50,000 0.032 0.030 0.031 0.046
100,000 0.028 0.026 0.027 0.036
500,000 0.024 0.022 0.023 0.030

Star

Bandtidth XFDPS.1 XFDPS.2 IFDPS. IFDPSA,

1,200 0.86 0.29 0.69 3.21
50,000 0.034 0.027 0.032 0.058
100,000 0.029 0.024 0.027 0.045
500,000 0.025 0.021 0.024 0.034

Fully Connected

Bandwidth XPDPS.1 FDPS.2 XFDPS. DPS1

1,200 0.26 0.26 0.23 1.96
50,000 0.026 0.026 0.026 0.044
100,000 0.024 0.023 0.024 0.035
500,000 0.022 0.021 0.022 0.030

Tree

Bandwidth XFDPS.1 XFDPS.2 XFDPS.A XFDPS.4

1,200 1.12 0.36 0.85 4.01

50,000 0.035 0.030 0.033 0.069
100,000 0.029 0.026 0.029 0.051
500,000 0.025 0.022 0.025 0.038

Note: all values are in seconds

Georgia Institute of Technology FDPS Control
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Figure 52. Average Work Request Response Time vs. Bandwidth
for a Unidirectional Ring Network Topology

for Group 3 Experiments
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Figure 53. Average Work Request Response Tine vs. Bandwidth
for 4 Bidirectional Ring Network Topology

for Group 3 Experiments
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Figure 56. Average Work Request Response Time vs. Bandwidth
for a Tree Network Topology

for Group 3 Experiments
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Table 16. Comparison of Response Times from Group 3 Experiments
Using Different Control Models

Absolute Differences

Unidirectional Ring

Bandwidth d12 d1l dl4 d21 d211 d'I

1,200 4.300 1.500 2.800 2.800 1.500 1.300
50,000 0.003 0.002 0.006 0.001 0.009 0.008
100,000 0.002 0.001 0.004 0.001 0.006 0.005
500,000 0.002 0.001 0.004 0.001 0.006 0.005

Bidirectional Ring

Bandvidth d12 d11 dl d2q d24i d,;4

1,200 0.220 0.100 1.4150 0.120 1.670 1.550
50,000 0.002 0.001 0.014, 0.001 0.016 0.015
100,000 0.002 0.001 0.008 0.001 0.010 0.009
500,000 0.002 0.001 0.006 0.001 0.008 0.007

Star

Bandvidth d12 dI1 dl4 d2l d2i dq4I

1,200 0.570 0.170 2.350 0.400 2.920 2.520
50,000 0.007 0.002 0.0241 0.005 0.031 0.026
100,000 0.005 0.002 0.016 0.003 0.021 0.018
500,000 0.001 0.001 0.009 0.003 0.013 0.010

Fully Connected

Bandvidth dl2 dl'4 dli d2l d24i dAii

1,200 0.000 0.030 1.700 0.030 1.700 1.730
50,000 0.000 0.000 0.018 0.000 0.018 0.018
100,000 0.001 0.000 0.011 0.001 0.012 0.011
500,000 0.001 0.000 0.008 0.001 0.009 0.008

Notation: diJ u IRTi - RTJI, where RTi * Response time using XFDPS.i

(continued on next page)
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Table 16. Comparison of Response Times from Group 3 Experiments
Using Different Control Models

(continued)

Absolute Differences

Tree

Bandvidth d12 d13 dl4 d2l d214 dA4

1,200 0.760 0.270 2.890 0 1490 3.650 3.160
50,000 0.005 0.002 0.034 0.003 0.039 0.036
100,000 0.003 0.000 0.022 0.003 0.025 0.022
500,000 0.003 0.000 0.013 0.003 0.016 0.013

Notation: dij = IRTi - RTJI, where RT± u Response time using XFDPS.1

Relative Differences

Unidirectional Ring

Bandwidth d12 dl' d14 d2A d24, dq4

1,200 0.88 0.31 0.57 0.82 0.71 0.38
50,000 0.07 0.05 0.13 0.03 0.19 0.17
100,000 0.06 0.03 0.11 0.03 0.16 0.141
500,000 0.07 0.04 0.13 0.04 0.19 0.16

Bidirectional Ring

Bandwidth d12 dl d14 d2i d24 d'44

1,200 0.37 0.17 0.71 0.24 0.82 0.76
50,000 0.06 0.03 0.30 0.03 0.35 0.33

100,000 0.07 0.04 0.22 0.04 0.28 0.25
500,000 0.08 0.04 0.20 0.04 0.27 0.23

Notation: diJ • IRTi - RTJI / Max (RTi, RTJ)

(continued on next page)
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Table 16. Comparison of Response Times from Group 3 Experiments
Using Different Control odels

(continued)

Relative Differences

Star

Bandwidth d12 dlA d14 d2l d24 d44

1,200 0.66 0.20 0.73 0.58 0.91 0.79
50,000 0.21 0.06 0.41 0.16 0.53 0.115
100,000 0.17 0.07 0.36 0.11 0.47 0.40
500,000 0.16 0.04 0.26 0.13 0.38 0.29

Fully Connected

Bandwidth d12 dl dli d2q d241 dAi

1,200 0.00 0.12 0.87 0.12 0.87 0.88
50,000 0.00 0.00 0.11 0.00 0.41 0.41
100,000 0.04 0.00 0.31 0.04 0.31 0.31
500,000 0.05 0.00 0.27 0.05 0.30 0.27

Tree

Randwidth d12 di . d1 d2q d24 dq4

1,200 0.68 0.24 0.72 0.58 0.91 0.79
50,000 0.14 0.06 0.9 0.09 0.57 0.52
100,000 0.10 0.00 0.43 0.10 0.149 0.43
500,000 0.12 0.00 0.314 0.12 0.42 0.311

Notation: diij IRTi - RTJI / Max (RTi, RTJ)

Georgia Institute of Technology FDPS Control
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Table 17. Comparison of Response Times from Group 3 Experiments
Using Different Bandwidths but the Same Control Model

Absolute Differenoes

Unidirectional Ring

Bandwidths XFDPS.1 XFDPS.2 XFDPS.3 XFDPS.4
a b dab dab dab dab

1,200 50,000 1.9 0.6 3.4 2.1
50,000 100,000 0.0 0.0 0.0 0.0
100,000 500,000 0.0 0.0 0.0 0.0

Bidirectional Ring

Bandwidths XFDPS.1 XFDPS.2 XFDPS.3 XFDPS.4
a b dab dab dab dab

1,200 50,000 0.6 0.3 0.5 2.0
50,000 100,000 0.0 0.0 0.0 0.0

100,000 500,000 0.0 0.0 0.0 0.0

Star

Bandwidths XFDPS.1 XFDPS.2 XFDPS.3 XFDPS.4
a b dab dab dab dab

1,200 50,000 0.8 0.3 0.7 3.2
50,000 100,000 0.0 0.0 0.0 0.0
100,000 500,000 0.0 0.0 0.0 0.0

Fully Connected

Bandwidths XFDPS.1 XFDPS.2 XFDPS.3 XFDPS.4
a b dab dab dab dab

1,200 50,000 0.2 0.2 0.2 1.9
50,000 100,000 0.0 0.0 0.0 0.0
100,000 500,000 0.0 0.0 0.0 0.0

(continued on next page)
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Table 17. Comparison of Response Times from Group 1 Experiments
Using Different Control Models but the Same Bandwidth

(continued)

Absolute Differences

Tree

Bandwidths XFDPS.1 XFDPS.2 XFDPS.3 XFDPS.4
a b dab dab dab dab

1,200 50,000 1.1 0.3 0.8 3.9
50,000 100,000 0.0 0.0 0.0 0.0
100,000 500,000 0.0 0.0 0.0 0.0

Relative Differences

Unidirectional Ring

Bandwidths XFDPS.1 XFDPS.2 IFDPS.3 XFDPS.4
a b dab dab dab dab

1,200 50,000 0.99 0.94 0.99 0.98
50,000 100,000 0.20 0.18 0.18 0.21
100,000 500,000 0.18 0.19 0.19 0.16

Bidirectional Ring

Bandwidths XFDPS.1 VFDPS.2 XFDPS.3 XFDPS.4
a b dab dab dab dab

1,200 50,000 0.95 0.92 0.94 0.98
50,000 100,000 0.13 0.13 0.13 0.22
100,000 500,000 0.14 0.15 0.15 0.17

Star

Bandwidths XFDPS.1 XFDPS.2 XFDPS.3 IFDPS.4
a b dab dab dab dab

1,200 50,000 0.96 0.91 0.95 0.98
50,000 100,000 0.15 0.11 0.16 0.22
100,000 500,000 0.14 0.13 0.11 0.24

(continued on next page)
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Table 17. Comparison of Response Times from Group 1 Experiments
Using Different Control Models but the Same Bandwidth

(continued)

Relative Differences

Fully Connected

Bandwidths XFDPS.1 XFDPS.2 XFDPS.3 XFDPS.4
a b dab dab dab dab

1,200 50,000 0.90 0.90 0.89 0.98
50,000 100,000 0.08 0.12 0.08 0.20
100,000 500,000 0.08 0.09 0.08 0.14

Tree

Bandwidths XFDPS.1 XFDPS.2 XFDPS.3 XFDPS.4
a b dab dab dab dab

1,200 50,000 0.97 0.92 0.96 0.98
50,000 100,000 0.17 0.13 0.12 0.26
100,000 500,000 0.14 0.15 0.14 0.25

evenly across all nodes of the network.

The type 2 work requests are identical to those used in the second group

of experiments. Object-data file pairs are named in the work requests. In

each case the object file and data file reside on different nodes. If the

object file resides on node i, the data file resides on node J where

J i + 1, i < 5

1, 1 25

The object-data file pairs are spread evenly across all nodes.

In this set of experiments the following two sets of factors are varied:

eontrol. viodel and ratio of type 1 and type 2 jobs. In ail oxporimtents a

unidirectional ring network topology with a communication bandwidth of 50,000

bytes per second is utilized. The control models used in these experiments
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are XFDPS.1, XFDPS.2, XFDP3.3, and ZFDFS.. The ratio of type 1 to type 2
work requests in the populatiop of work requests is initialized at the follow-

ing different values; 1CS, 50%, and 90% type 2 work requests. The actual
ratio observed in each experiment lab reported in the results described oelow.

6.4.2 Qkationg
Table 18 contains the average work request response times for the fourth

group of experiments. A plot of average work request response time for cype 1
work requests versus the fraction of work requests which were type 2 work

requests Is provided In Figure 57. A similar plot for type 2 dork requests is

provided in Figure 58, and one for all work requests is found in Figure 59.

The impact of an increase in communication traffic as a result of

increasing the frequency of type 2 work requests on the average work request

response time for type I jobs is observed. The Increase, though, does not

persist, and the average response times decline somewhat as the percentage of

type 2 jobs approaches extremely high values. The values obtained with the

different control models indicate that XFDPS.4 results are consistently higher

than those of all other models. XFDPS.2 performs the best when the smallest

percentage of type 2 work requests is present, but its performance degrades
more than XFDPS.1 and XFDPS.2 as higher percentages of type 2 work requests

are observed. The results using XFDPS.1 and XFDPS.3 do not differ very much.

The average response time for type 2 work requests also increases a s the

percentage of these work requests increases. The values for average response

time, though, appear to remain relatively unchanged after the relative per-

centage of type 2 work requests reaches fifty percent. The average response

times obtained with XFDPS.2 are less than those obtained with the other models

when the percentage of type 2 work requests is the smallest, but the

differences decrease significantly as the job mix is increased in favor of

type 2 work requests.

When both types of jobs are considered together, an increase in average

work request response time is observed as the frequency of type 2 work

requests in increased. Differences among the results obtained with the

different models is not observed.
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Table 18. Average Work Request Response Time for Group 4

XFDPS. 1

Predicted* Actual Average Work Request Response Time (see)

0 0 0.041 0.041
10 8.82 0,450 99.1 9.15
50 46.6 0.708 148.5 69.6
90 94.3 0.587 157.7 148.8

XFDPS. 2

Predicted* Actual Average Work Request Response Time (see)
Tyue 2eJb i yp 0 jj- e l

O 0 0.038 0.038
10 11.7 0.233 55.5 6.70
50 46.5 0.875 150.0 70.3
90 92.3 0.681 147.7 136.3

XFDPS. 3

Predicted* Actual Average Work Request Response Time (see)

0 0 0.039 0.039
10 8.73 0.422 97.1 8.87
50 51.4, 0.724 172.1 88.8
90 90.4 0.665 171.9 155.4

XFDPS. 4

Predicted* Actual Average Work Request Response Time (see)
Jo i g i Typ e Twe I 2e0e _All_

0 0 0.047 0.047
10 9.34 1.08 90.1 9.39
50 48.4 1.38 161.0 78.6
90 94.1 1.19 147.9 139.3

* Percent of all work requests that are type 2 work requests
** Type 1 work requests compute for a short interval and access no

files
*00 Type 2 work requests compute for a relatively long interval and

access files residing on distant nodes
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Figure 58. Average Work Request Response Time vs. Job Mix
for Type 2 Jobs in the Group 4 Experiments
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Figure 59. Average Work Request Response Time vs. Job Mix
for All Jobs in the Group 4 Experiments
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6.5 MAUJALLM gL A Dna Xh. k&tork

6.5.1 1%AnYArgaMak
This set of experiments was considered separately from the four groups

of experiments described above because its purpose was not to analyze the

relative performance of the control models. These experiments were designed

to provide a standard upon which the other results could be compared in order

to determine the impact of distributed processing on average response time for

work requests.

In this set of experiments, the network consisted of only a single node.

This single node was identical to the nodes used in the other experiments.

The work requests named object-data file pairs in which the script for the

object file was the same as that employed in the first two groups of

experiments. Since there was no internode communication, the choice of the

control model was of no consequence, and therefore XFDPS.1 was arbitrarily

selected.

6.5.2 .QObservation.

Five simulations were conducted and the results of those runs are

presented in Table 19. The values for average response time from these

experiments are similar to those found in the first group of experiments when

bandwidths greater than 600 bytes/sec are used (see Table 7).
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Table 19. Average Work Request Response Time for
a Single Node Network

Average Respon& Time

1 44.6

2 44.1
3 43.7
4 43.7
5 44.2

Mean: 114.1 seconds

Standard Deviation: 0.38
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SrCTION 7

ANALYSIS OF THE SIMULATION EXPERIMENTS

In this chapter, the data obtained from the simulation experiments is

analyzed. The first section presents an analysis of the results of simulation

experiments involving a single node network. The second section analyzes the

three groups of experiments involving the simulation of an FDPS environment.

Analysis of the simulation data would be incomplete without a statexent

as to the validity of the results as predictors of results obtained from real

systems. In the analysis of the single node network experiments, the simula-

tion data is compared to data obtained from an analytical model which has been

established as a good predictor by comparison with data obtained from actual

running systems. The results of this comparison indicate that the simulation

data is quite similar to the analytically obtained data.

Validation of the simulation data obtained from experiments with five

node networks cannot be accomplished by the same means because analytical

models have not yet been developed and there does not exist running systems

from which real data can be obtained. Therefore, the simulation data cannot

be validated, but confidence in the predictability of the trends in the

behavior of the control models can still be developed by comparing the

conclusions obtained with this simulation data to the conclusions made by

other experimenters using simulation techniques.

7.1 j Noeg l NetworkwpAgnta

The single node network simulated in this set of experiments can be

considered to be a simple timesharing system. Timesharing systems have been

extensively studied resulting in the construction of analytical models

describing these systems.

Figure 60 depicts a model of a timesharing system. There is a fixed

number of user terminals M that are serviced by a single server S. Work from

the terminals is fed into a single queue that is serviced by a round robin

policy. "Think time," the average delay between work requests from a given

terminal, is assumed to be exponentially distributed with a mean of i/L. The

average service time for each work request is also assumed to be exponentially

Georgia Institute of Technology PDPS Control
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distributed with mean of 1/u. The probability of finding a terminals actively

competing for the server 3 is denoted by p1, The average response time for a

work request is denoted by T. Kleinrook [lei68] gives the following result

for computing T:

T = M -

ua (1-P) L

where PO [ -I a I

< ..--------------------------.1<-.-----------------------------
I
I I -
1---->1 1 1-----.....
I I. ..... III
I I
I I I ___ __ I I
--- >l 2 I ------ ------------ ---- [--> > I---)I-- > 2 .. .. .. . . .. . . . .. . .> . . > . . .

I 1 M = number of terminals

I •. I Szthe ser er

SI I

I I1

Figure 60. Model of a Timesharing System

This result can be used to compare analytically predicted average

response times with values obtained by means of simulation. Asuming ten

terminals (H s 10) and an average service time of 5.01 second& (1/u u 5.01),

Georgia Institute of Technology FDPS Control
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analytically predicted values for a system possessing the characteristics

simulated in the single node network experiments can be computed. Table 20

contains the analytically computed values for average work request response

time.

Table 20. Analytically Computed Values for the Average Response Time
in a Timesharing System

Ave. Think Time Ave. Response Time
(see) (Beg)

1 149.1
2 48.1
3 47.1
11 16.1
5 45.1

6 44.1
7 43.1
8 42.1
9 41.1

10 40.1
11 39.1
12 38.1
13 37.1
14 36.1
15 35.1

The mean value for the average work request response time from the five

simulation runs utilizing a single node network is 44.1 seconds (see Table

19). This value corresponds to the an aytioally computed value using a "think

time* of six seconds. This result increases one's confidence in the values

produced by the simulator.

7.2 ZLja A Zamnk Ar£ M nI

The results of the first group of experiments indicate that there is no

significant difference in the values for average work request response time

obtained with the various control models utilizing comunication systems with

Georgia Institute of Technology FDPS Control
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bandwidths larger than 600 bytes/sec. The response time values obtained with

communication systems uaing the higher bandwidths are similar to those

obtained for a single node network. This indicates that the delay experienced

in processing a work request in the first group of experiments can be

explained by the queueing delays experienced in the process queues of the

processor on which the work request is being serviced. There appears to be no

measurable delay due to the actions of the FDPS executive control in providing

a fully distributed environment.

Message traffic required for each work request by the various control

models must be analyzed in order to see why the delay due to FDPS executive

control actions is overshadowed by that experienced in simply executing the

process named in the work request once it has been initiated. In this

analysis only models XFDPS.1 and XFDPS.2 are compared. XFDPS.3 is similar to

XFDPS.1 except that fewer messages are required in certain instances when

resources are found to be local. XFDPS.4 does not lend itself to this type of

analysis because work requests are treated in a batch when a node receives the

control vector that provides access to the resource tables.

An analysis of the control messages required for each work request

employing XFDPS.1 is provided in Table 21 and that for XFDPS.2 is provided in
Table 22. Work requests from the first group of experiments require fifteen
internodal messages under XFDPS.1 and nine under XFDPS.2. Therefore, six more

control messages are required by XFDPS. 1.

Average link queue waiting times for experiments conducted with XFDPS.1

and XFDPS.2 with all topologies and bandwidths ranging from 1200 to 500,000

bytes/see can be found in Tables 23 and 24. These values are rather small and

indicate that the communication system never seems to become a bottleneck at

these bandwidths. Similar results have been reported in [Souz8l]. All of the

values for average link queue waiting time in these tables is less than or

equal to 0.05 seconds. In order to perform a worst case analysis of the over-

bead due to the executive control message traffic, the following assumptions

are made:

1. waiting time in each link queue Is 0.05 seconds

2. control messages are 50 bytes long

3. the bandwidth of each link is 1200 bytes/see

Georgia Institute of Technology FDPS Control
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1. a mesage must traverse four links in order to reach its

destination (this represents the longest path present in a

system with a unidirectional ring network topology)

These assumptions imply that each message experiences a delay of 0.37 seconds

as shown below:

message delay = total link queue delay +
total message transmission time

= [(4 link queues) *
(0.05 see/link queue)] +
[( links) *
(50 bytes / 1200 bytes/sec/link)]

= 0.37 seconds

Assuming XFDPS.1 requires fifteen messages per work request, the total

time for executive control message traffic is 5.5 seconds, or approximately

twelve percent of the average work requeet response time (recall that this

quantity is observed to be in the neighborhood of 45 seconds). This is a

worst case analysis and consequently one would expect a much smaller fraction

of the response time attributable to executive control traffic on the average

due to a number of factors including the fact that not all messages must

traverse four links, and in certain situations messages can be processed in

parallel. Comparison of the simulation results demonstrates that a ten per-

cent variation in the values for average response time does not represent a

significant variation. Therefore, the time attributable to the executive

control is not considered a significant factor in the value for average

response time.

A similar calculation for XFDPS.2 results in a total time for executive

control message traffic of 3.3 seconds, or approximately seven percent of the

average work request response time. Again, the time that can be attributed to

the transmission of executive control messages is not considered to be a

significant contribution to the value of average response time.

The difference in message traffic between the two models is six mes-

sages. This results in an executive control message delay of 2.2 seconds or

approximately five percent of the average work request response time.

Therefore, no significant difference in executive control overhead is predic-

ted for the processing of work requests from the group 1 experiments. This
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Table 21. Control Messages Required for a Work Request Under XFDPS. 1

Maximum Number of
Activity Internode Messages

request for resource availability info. N - 1

resource availability info. N - 1

file lock and release requests A

results of the file locks and releases A

process activation request L

process termination notification T

file release request L

total = 2 ' (N - 1) + (2 • A) + (2 0L) + T

N: number of physical nodes in the network
L: number of files named in the work request
T: number of tasks in the work request
A: number of nodes possessing available resources which are

required by the work request

For Group I Experiments:

N 5
L=2
T 1
A 1

total = 15

lack of variation is observed in the simulation results.

The results from the second group of simulation experiments can be

analyzed by comparing the number of executive control messages (15 for XFDPS. 1

and 9 for XFDPS.2) to the number of user messages (501 remote file accesses

per work request). The fraction of message traffic for each work request that

can be attributed to the FDPS executive control is approximately three percent

for XFDPS.1 and two percent for XFDPS.2. The difference in message traffic

between the two models is approximately one percent of the user message

Georgia Institute of Technology FDPS Control



Page 150 ANALYSIS OF THE SIMULATION EXPERIMENTS Section 7

Table 22. Control Messages Required for a Work Request Under XFDPS.2

Maximum Number of

Activity Internode Messages

request for resource availability info. 1

resource availability info. 1

file lock and release requests 1

results of the file locks and releases 1

process activation request L

process termination notification T

file release request T

file process deactivation request L - T

total = 2 * L + T + 4

N: number of physical nodes in the network
L: number of files named in the work request
T: number of tasks in the work request
A: number of nodes possessing available resources which are

required by the work request

For Group I Experiments:

N= 5
L=2
T=1
A= 1

total 9 9

traffic required to perform remote file accesses. These values demonstrate

that one should not observe a measurable difference in work request response

times when employing the different models to process work requests of the type

found in the second group of experiments.

The first two groups of experiments demonstrate a situation in which the

resource demands required to service a work request once all of the

initialization tasks have been accomplished by the executive control far

Georgia Institute of Technology FDPS Control
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Table 23. Average Wait Time in the Link Queues for
droup 1 Experiments Using XFDPS. 1

Unidirectional Ring

Bandwidth L11 L21 L11 L41 L51

1,200 0.034 0.043 0.054 0.038 0.031
50,000 0.0008 0.0009 0.0009 0.001 0.0008

100,000 0.0006 0.0006 0.0006 0.0006 0.0005
500,000 0.0006 0.0005 0.0005 0.0005 0.0005

Bidirectional Ring

Bandwidth Lll L12 L21 L22 L31 L12

1,200 0.033 0.031 0.041 0.031 0.040 0.034
50,000 0.0010 0.0008 0.0011 0.0008 0.0011 0.0008
100,000 0.0006 0.0006 0.0008 0.0005 0.0007 0.0006
500,000 0.0004 0.0004 0.0006 0.0003 0.0005 0.0004

Bidirectional Ring

Bandwidth L41 L42 L51 L52

1,200 0.037 0.030 0.038 0.040
50,000 0.0010 0.0011 0.0011 0.0011
100,000 0.0006 0.0007 0.0007 0.0007
500,000 0.0004 0.0004 0.0005 0.0004

Star

Bandwidth L11 L12 L1 . LI4 1.| L31 L41 L51

1,200 0.03 0.03 0.04 0.03 0.07 0.07 0.07 0.07
50,000 0.0008 0.0008 0.0008 0.0007 0.002 0.002 0.002 0.002
100,000 0.0005 0.0005 0.0005 0.0005 0.0012 0.0012 0.0013 0.0012
500,000 0.0003 0.0003 0.0003 0.0003 0.0008 0.0008 0.0008 0.0007

Notation: Lij denotes the mean wait time for link queue J on node i

(continued on next page)
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Table 23. Average Wait Time in the Link Queues for
Group 1 Experiments Using XFDPS.1

(continued)

Fully Connected

Bandwidth L11 L12 Li1 LI4 L21 L22 L24 1214

1,200 0.04 0.04 0.04 0.04 0.03 0.04 0.04 0.04
50,000 0.0010.001 0.001 0.001 0.001 0.001 0.001 0.001
100,000 0.0006 0.001 0.001 0.0006 0.0006 0.0006 0.0006 0.0006
500,000 0.0003 0.0003 0.0003 0.0003 0.0003 0.0003 0.0003 0.0003

Fully Connected

Bandwidth L11 L32 L3 . L34 L41 L42 L43 L44

1,200 0.04 0.04 0.04 0.04 0.03 0.04 0.03 0.03
50,000 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001
100,000 0.0005 0.0007 0.0006 0.0005 0.0005 0.0006 0.0006 0.0006
500,000 0.0003 0.0003 0.0003 0.0003 0.0003 0.0003 0.0003 0.0003

Fully Connected

Bandwidth L51 L52 LSr L54

1,200 0.04 0.03 0.04 0.04
50,000 0.001 0.001 0.001 0.001
100,000 0.0006 0.0006 0.0006 0.0006
500,000 0.0003 0.0003 0.0003 0.0003

Tree

Bandwidth Lll L12 L21 L22 L21 LA L41 L51

1,200 0.04 0.02 0.04 0.03 0.03 0.07 0.07 0.07
50,000 0.0009 0.0009 0.0009 0.00C5 0.0006 0.002 0.002 0.002
100,000 0.0005 0.0003 0.0006 0.0003 0.0004 0.001 0.001 0.001
500,000 0.0004 0.0002 0.0003 0.0002 0.0003 0.0008 0.0008 0.0007

Notation: Lij denotes the mean wait time for link queue j on node i

outweigh the resource demands by the executive control required to perform the

initialization tasks. The third group of simulation experiments demonstrates
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Table 24. Average Wait Time in the Link Queues for
Group 1 Experiments Using XFDPS.2

Unidirectional Ring

Bandwidth L11 L21 L11 L41 L51

1,200 0.04 0.02 0.02 0.02 0.02
50,000 0.001 0.0003 0.0006 0.0007 0.0007
100,000 0.0007 0.0002 0.0003 0.0004 0.0005
500,000 0.0003 0.0001 0.0002 0.1002 0.0002

Bidirectional Ring

Bandwidth Ll . L12 L21 L22 LA1 L42

1,200 0.04 0.04 0.01 0.02 0.03 0.03
50,000 0.001 0.001 0.0004 0.0003 0.001 0.0007
100,000 0.0(,07 0.0007 0.0002 0.0002 0.0005 0.0004
500,000 0.0003 0.0003 0.0002 0.0002 0.0002 0.0003

Bidirectional Ring

Bandwidth L41 L42 L51 L52

1,200 0.03 0.03 0.02 0.02
50,000 0.0007 0.0009 0.0004 0.0004
100,000 0.0004 0.0005 0.0003 0.0003
500,000 0.0002 0.0003 0.0002 0.0002

Star

Bandwidth Lll L12 L11 L14 L21 L1I L41 L51

1,200 0.03 0.03 0.03 0.03 0.03 0.03 0.03 0.03
50,000 0.0009 0.0009 0.0008 0.0009 0.0006 0.0007 0.0007 0.0007
100,000 0.0005 0.0005 0.0005 0.0005 0.0004 0.0003 0.0004 0.0005
500,000 0.0002 0.0002 0.0003 0.0002 0.0003 0.0003 0.0003 0.0003

Notation: LiJ denotes the mean wait time for link queue j on node i

(continued on next page)
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Table 24. Average Wait Time in the Link Queues for
Group 1 Experiments Using XFDPS.2

(continued)

Fully Connected

Bandwidth Lii L12 LI3 L14 L21 L22 L21 L24

1,200 0.04 0.04 0.04 0.04 0.02 0.04 0.04 0.04
50,000 0.001 0.001 0.001 0.001 0.0003 0.001 0.001 0.001
100,000 0.0007 0.0007 0.0007 0.0007 0.0002 0.0007 0.0007 0.0007
500,06u 0.0003 0.0003 0.0003 0.0003 0.0003 0.0003 0.0003 0.0003

Fully Connected

Bandwidth L31 L32 L13 L34 L41 L42 L43 L44

1,200 0.02 0.04 0.05 0.04 0.02 0.04 0.04 0.04
50,000 0.0003 0.001 0.001 0.001 0.0003 0.001 0.001 0.001
100,000 0.0002 0.0007 0.0007 0.0007 0.0002 0.0007 0.0007 0.0007
500,000 0.0003 0.0003 0.0003 0.0003 0.0003 0.0003 0.0003 0.0003

Fully Connected

Bandwidth L5i1 L52 LS L34

1,200 0.02 0.04 0.04 0.04
50,000 0.0002 0.001 0.001 0.001
100,000 0.0002 0.0007 0.0007 0.0007
500,000 0.0003 0.0003 0.0003 0.0003

Tree

Bandwidth Lll L12 L21 L22 L23 L31 L41 L51

1,200 0.04 0.04 0.02 0.01 0.009 0.02 0.03 0.03
50,000 0.001 0.001 0.0003 0.0002 0.0003 0.0006 0.001 0.001
100,000 0.0007 0.0006 0.0002 0.0002 0.0002 0.0004 0.0007 0.0007
500,000 0.0003 0.0003 0.0002 0.0001 0.0001 0.0003 0.0003 0.0003

Notation: LiJ denotes the mean wait time for link queue j on node i

that ab the service time requirements of the work request decrease and

approach the requirements of the executive control, differences among the per-
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formance of the models will appear. Since XFDPS.2 requires the transmission

of fewer messages than XFDPS. 1, it is predicted to demonstrate better per-

formance. This is observed in the results of the simulation experiments. It

is also observed that XFDPS.3 has a performance that places it between that of

XFDPS.2 and XFDPS.1. This is to be expected because XFDPS.3 functions in an

identical manner to XFDPS.1 when all resources cannot be found locally but

experiences much less overhead if resources are found to all reside locally.

In group 3 experiments the probability of all resources being found locally is

1/5.

The performance of XFDPS.4 is found to be consistently inferior to that

of the other models when processing the work requests from the third group of

experiments. This can be attributed to the lack of parallel activity in the

management of resources. Only one node at a time is permitted to allocate and

deallocate resources. The next node to receive allocation and deallocation

jermisslon is delayed Jn performing these actions until all nodes receive the

update, to the resource directory by the previous holder of the allocate and

deallocate privileges. When the service times of the work requests are long,

this initial delay is insignificant. Results from the group 3 experiments

demonstrate that the impact on jobs with small service times is quite

significant.

The fourth group of experiments demonstrates the impact on time delays

attributable to control overhead as a result of an increase in communication

traffic. In this set of experiments the mixture of two types of jobs is

varied. The third group of experiments represents the situation in which

there are only type 1 jobs present, and the second group of experiments

represents the situation in which there are only type 2 jobs present. As the

fraction of type 2 jobs is increased, the average work request response time

for type 1 jobs increases. Type 1 jobs are given special attention because

they were observed to be sensitive to changes in control overhead in the third

group of experiments. The observed increase in message delays is presented in

Table 25. It is the increase in these delays that are responsible for the

observed increase in control overhead.

It is observed in the fourth group of experiments that the average

response times for type 1 work requests decreases when the percentage of type
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2 work requests is increased from around fifty percent to ninety percent.

Type 2 work requests name object files which execute a long sequence of com-

pute instructions followed by remote file accesses. When these processes

attempt a file access, they are blocked until the access operation is com-

pleted thus releasing the processor to other processes. As the frequency of

this type of job is increased, the average delay in the blocked state

increases. Therefore, processes resulting from type 1 work requests

experience fewer processes waiting in the ready state for the processor as the

number of type 2 work requests is increased. This means the queueing delay

experienced by type 1 work requests should decrease.
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Table 25. Average Wait Time in the Link Queues for Group 4 Experiments

XFDPS. 1

Job Mix* 1.ll L21 L..,41_ L41 L51 ma

0 0.0010 0.0009 0.0010 0.0011 0.0010 0.0011
8.82 0.0572 0.0483 0.0496 0.0050 0.0453 0.0572
46.6 0.0933 0.0071 0.1664 0.0562 0.0153 0.1664
94.3 0.0112 0.1385 0.1509 0.0066 0.0080 0.1385
100 0.5656 0.2290 0.0212 0.0252 0.0285 0.5656

XFDPS.2

JbMy L_11 _L21_ - L'A L41 _J51 max

0 0.0003 0.0004 0.0004 0.0003 0.0003 0.0004
11.7 0.0260 0.0269 0.0292 0.0051 0.0207 0.0292
46.5 0.1284 0.1464 0.0208 0.0046 0.0203 0.1464
92.3 0.0716 0.0858 0.0102 0.0690 0.0714 0.0858
100 0.0118 0.0241 0.6039 0.2248 0.0135 U.6039

XFDPS.3

Job Mx* 1.1 L-21 L31 L41 L51 max

0 0.0010 0.0008 0.0008 0.0009 0.0009 0.0010
8.73 0.0206 0.0603 0.0698 0.0059 0.0524 0.0698
51.4 0.1000 0.1382 0.0255 0.0048 0.1437 0.1437
90.4 0.0067 0.1292 0.0694 0.1780 0.0065 0.1780
100 0.0966 0.0973 0.5833 0.0778 0.0083 0.5833

XFDPS.4

0 0.0004 0.0004 0.0005 0.0005 0.0005 0.0005
9.34 0.0669 0.0641 0.0087 0.0097 0.0212 0.0669
48.4 0.0418 0.0908 0.1176 0.0096 0.0793 0.1176
94.1 0.0850 0.0135 0.0488 0.1046 0.0673 0.1046
100 0.0476 0.5636 0.0367 0.0298 0.2697 0.5636

* Percent of all work requests that are type 2 work requests
Note: all values are in seconds
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SECTION 8

EVALUATION OF THE COrM MODELS

The control models are evaluated on the basis of both the quantitative

simulation results discussed in the previous two chapters and various

qualitative features which are discussed below.

8. 1 AmILan AaRna o 9L a Mol"

The qualitative aspects that are investigated include the ability to

provide fault-tolerant operation (e.g., graceful degradation and restoration),

the ability for the system to expand gracefully, and the ability to balance

the system load.

8.1.1 %FDs._1

The XFDPS.1 model is a truly distributed and decentralized model of

control. in this model resources are partitioned along node boundaries and

managed by components residing on the same node as the resource. This design

enables the system to remain in operation in the presence of a failure. In

such a situation, those nodes not available are simply not contacted when

queries concerning resources are made. The failed nodes are also not

considered as locations for the execution of tasks during the formulation of

the work distribution and resource allocation decision.

This model of control requires some activity on the part of all nodes in

order to satisfy each work request. Tiere is no single node that is by design

supposed to receive any more activitj than any other node; instead, the work

is spread evenly across all nodes. In addition, global information for the

work distribution and resource allocation decision is obtained for each work

reque4t as it is processed. This global data enables the control to better

balance the load across the network.

This control model is not without its problems. The global searches for

resources that occur for every work request may be unnecessary (e.g., in those

instances in which only local resources are required). Short local jobs

therefore suffer to the advantage of the longer jobs utilizing non-local

resources.
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8. 1.2 mZMZ
XFDPS.2 utilizes a single centralized file system directory. On the

surface this model appears to be simple to implement. A central directory is

maintained, and all file system queries are sent to the node housing that

directory. However, problems result when fault-tolerant operation is desired.

No longer can a single central directory be maintained because the loss of the

node housing the directory would be catastrophic. Alternative strategies

which provide for fault-tolerant operation (see for example Garcia-Molina's

technique described in [Garc79] for providing fault tolerance in a centralized

locking distributed data base system) significantly complicate the design of

the control and, while not requiring a large amount of additional effort in

order to maintain the information needed to recover from a failure, will

require a significant expenditure of resources in order to perform the actual

recovery operation. It should be noted that the simulation of XFDPS.2 does

not account for the overhead required to provide fault-tolerant operation.

Therefore, the average work request response times observed in the experiments

may possibly be lower than if the necessary control features for providing

fault-tolerant operation were present.

Model XFDPS.2 also presents problems with growth. When a new node is

introduced into the system, a large amount of work is required to update the

central directory in order to add information about the resources of a new

node. This factor can be quantified and will be the subject of future

experiments.

8.1.3 2DEP.-3
The XFDPS.3 model is similar to XFDPS.1. It differs in its policy for

obtaining file availability information. A local search is made first. If

all resources required are found, they are utilized; otherwise, a global

search for resources is conducted. As described In Section 5, this model

provides faster response to work requests utilizing only local resources, as

should be expected. Due to its information gathering policy, the potential

for utilizing distant resources in order to balance the load is sacrificed

because resource availability on other nodes may never be considered.
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8.1.4 mP.
XFDPS.4 utilizes redundant copies of the file system directory on all

nodes. Access to the directory is restricted to the node possessing the

control vector that is passed among the nodes of the network. This model

tends to work somewhat like a batch system by delaying file system requeats

until the control vector (CV) is received and then processing these requests

as a batch.

The presence of the replicated file directory implies that there is both

duplication of information storage and duplication of effort as consistency is

maintained across the replicated copies. Since file system requests are

delayed until the CV arrives, jobs with very short service times may

experience unusually large response times. Finally, as with XFDPS.2, the

introduction of a new node requires a large amount of work in order to update

the replicated directories.

8.1.5 ]jD.j

XFDPS.5 is nearly identical to XFDPS.1, differing only in its poitcy of

not locking or in any way reserving resources prior to the formulatio;. of a

work distribution and resource allocation decision. With this policy, resour-

ces are not expected to be needlessly tied up in most cases. A problem does

exist if the chosen resources cannot be looked once selected for allocation.

In this case a new resource allocation decision must be made and previdusly

allocated and locked resources may need to be released.

8.1.6 jP.[

XFDPS.6 differs from XFDPS.1 in the manner in which the task graph and

task activation are handled. In this model the tasks of a work request that

are chosen to execute on the same node are presented to the PROCESS MANAGER of

the selected node collectively. A task graph identifying this collection of

tasks is constructed and task activation and termination are handled by the

PROCESS MANAGER. Thus, the TASK SET MANAGER need send only one message to

each of the nodes utilized by the work request in order to activate all tasks.

In addition, only one termination message is received from each node. Further

savings are provided because the PROCESS MANAGER on the node where the tasks

are executing can Immediately release the resources utilized by the tasks as

each task terminates.
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8.2 aU.M A AL a m ba

In the previous two chapters it was demonstrated that only work requests

with short service times are effeoted by the type of executive control

strategy employed. When the population of work requests consists of jobs

requiring little service time, XFDPS.2 provides the best performance followed

by XFDPS.3, XFDPS.1, and XFDPS.4 in that order. The performance of XFDPS.4 is

noticeably poorer than the other models at all bandwidths.

It is also important to notice that the demands on the communication

system by the executive control are not very great. Tables 23 and 24 show the

average link queue waiting times for group 1 simulations with XFDPS.1 and

XFDPS.2 respectively. Since only control message traffic is present on the

communication system in the first group of experiments, the values for average

link queue waiting times obtained in those experiments represent the load

placed on the communication system by the executive control. The values in

Tables 23 and 24 are small indicating that there is very little delay in

obtaining access to a communication link. This data demonstrates that the

communication systems utilized in these experiments can easily handle the mes-

sage traffic required to conduct the activities of the executive control.

8 .3 d m ML at IM HdWA

On the basis of performance considerations alone, XFDPS.2 is favored

over the other control models. It is the consideration of fault-tolerance

issues that reduces the desirability of XFDPS.2. Existing strategies for

providing a fault-tolerant central directory based system (see [Garc79,

Mena78]) require only a small amount of additional work in order to maintain

the data structures so that the central directory can be reconstructed if lost

due to a failure. One disadvantage of the control strategy of XFDPS.2 is the

computation required to reconstruct the central directory when it has been

lost. This requires that new work requests not be processed while the data

structure is being restored. All work on the system is temporarily delayed

for the duration of the reoonfiguration process which can conceivably involve

a large amount of time. Thus, the operation of all nodes of the system is

severely impacted by the loss of the central node.
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In contrast, the strategies of XFDPS.1, XFDPS.3, XFDPS.5, and XFDPS.6

provide fault-tolerant operation without unusual delays effecting all nodes as

a result of losing a particular node. The resources in these models are

partitioned with separate managers for each partition. If a node is lost, the

other nodes will simply bypass the manager of the lost node in their search
for resources. These models, therefore, seem to be a better choice than

XFDPS.2 when considering the objective of enhancing the fault-tolerance of the

system.

XFDPS.1, XFDPS.3, XFDPS.5, and XFDPS.6 differ only in certain aspects ofJ
control. From the performance data obtained in the third group of

experiments, XFDPS.3 must be favored over XFDPS. 1. The strategy of not look-

ing for resources on a global basis if they can be found locally prevents

XFDPS.3 from optimizing the utilization of system resources (e.g., load

balancing). The advantages and disadvantages of XFDPS.5 and XFDPS.6 were

discussed earlier.

This analysis demonstrates that the choice of control strategy is not a

simple one. It is very dependent on the ultimate goals of the system and the

nature of the jobs to be processed on the system. For example, if most of the

work involves only local processing, XFDPS.3 is the obvious choice for the

system. If on the other hand the distributed facilities are utilized

extensively, this model is not necessarily the clear choice. XFDPS.2 may be a

better selection if delays due to failures will be tolerated as long as good

performance during normal operation is provided. If delays due to failures

cannot be tolerated, one of the other control models may be appropriate or a

hybrid system utilizing the ideas from XFDPS.3 and XFDPS.6 may be a preferable

alternative.

This analysis does not consider model XFDPS.4 when discussing which

system should be used under specific or different circumstances. This is due

both to the performance problems of this model as demonstrated by the third

group of experiments and the fact that it does not have qualitative features

that make it more attractive than the any of the other models.
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SICTION 9

CONCLUSIONS

This dissertation has discussed the problems of providing an executive

control for a Fully Distributed Processing System. The fundamental charac-

teristics of such a control are discussed and several models of control are

described. These models are analyzed on the basis of performance data

obtained through simulation and the various qualitative features that are

identified.

The simulation experiments not only provide data upon which the per-

formance of the various control models can be compared, but they also provide

insight into how a Fully Distributed Processing System can perform. It can be

concluded that, for the type of jobs processed in the first group of

experiments, there is no measurable loss of performance as a result of provid-

ing a fully distributed control environment. The average response times com-

puted for work requests on a non-distributed single node network r A f-vn, c

be similar to those for a five node FDPS.

It can also be concluded from the simulation experiments that the mes-

sage traffic resulting from the operations of the executive control do not

present a work load that cannot be easily handled by the communication system.

This is indicated by the relatively small magnitude of the average waiting

times for the various link queues found in the first group of experiments in

which only control message traffic is present on the communication system.

Both the third and fourth groups of experiments demonstrate that not all

jobs are insensitive to the control model being utilized. In these

experiments jobs with short service times are found to be sensitive to delays

attributable to control overhead. With the results from the fourth group of

experiments, one can observe the increase in control overhead as the com-

munication system becomes saturated.

The performance data obtained from the third group of experiments

indicates that model XFDPS.2, which utilizes a central directory, provides

better performance than the other models in a fault-free environment. It is

speculated that its performance in the presence of failures, especially a

failure involving the node containing the central directory, will be extremely
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low. Thus, the other models are favored when fault-tolerance issues are

considered.

Future research in this area should concentrate on the issues of fault-

tolerance. Specifically, the question of the cost of maintaining the data

structures in order to provide a fault-tolerant operation must be addressed.

In addition, the impact on the system that is required to recover from a fault

must be addressed. It is necessary that the result of these investigations

provide quantitative data that can aid system designers in determining the

appropriate control strategy for their system.
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APPMDIX I

COMOL MODEL PEMDO CODE

1 .1 Psuedo Q2. fjM M& Y ..tl C o MdeL

!1.1 System initiator

1: Procesa systeninitiator;
2: { Every node possesses one of these processes. This process
- initiates a node in the network by assigning 'task-_set.manager'

4: processes to each connected user terminal, activating the
5: 'file system_manager' process, and activating the
6: 'processor_utllization_-anager' process. )
7:
8: beun
9: fr every attached user terminal i go
10: taskssetmanager (TERMINAL, i);
11: endfor;
12: file_system_manager;
13: processor_utilizationjnanager;
14: M system_initiator;

1.1-.2 l35k A±.iL mnA3L

1: process task_set-manager (case input_origin: inp-orig of
2: TERMINAL: (term: terminal_address);
3: CMNDFILE: (fd: filedescriptor)
4: lid);

5: { Every terminal and every executing command file are assigned
6: a 'tasksetmjanager' process. When a process of this type
7: is activated, one of two sets of parameters is passed to it
8: depending upon the source of input to the process. If the
9: process is assigned to handle _nput from a terminal, the
10: address of the terminal is provided. If the process is
11: assigned to handle input from a command file, the file
12: descriptor for the command fil' -z provided. }
13:
14: vaL

15'. tg: task_.graph_pointer;
16. command_line: string;
17• msg: message_-pointer;
18:
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19: begin
20: while <either the terminal is attached or the end
21: of the file has not been reached> do
22: <get the next work request and store it in comman.line>;
23: new (tg);
24: parse (command_line, tg);

25: <send a message of type M1 (file availability request) to
26: the filesystemjnanager on this node that contains the
27: names of files need for this work request>;
28: <send a message of type 42 (processor utilization request)
29: to the processor_utilizatiort.janager on this node>;
30: <wait for a message from processorutilizationmanager>;
31: <store processor utilization information in tg^>;
32: <wait for a message from filesystemmnanager>;
33: <store file availability information in tg^>;
34: if workdistributorandresource_allocator (tg) = ERR then

35: { work distribution and resource allocation
36: decision could not be made }
37: <report error>;
38: iS inputorigin = CMNDFILEthen
39: exit { leave the loop }
40: eAse
41: next { next iteration of loop }
42: endif;
43: endif;
44: <send a message of type M3 (file lock and release request)
45: to the file_system_manager on this node>;

46: <wait for a message from file_system_manager>;
47: if <all locks could not be applied> thn
48: <report error>;
49: <send a message of type M4 (file release request)
50: to the filesystem_manager on this node>;
51: if input_origin = CMNNDFILE tJn
52: exit { leave the loop }
53: AU.
54: next { next iteration of loop I
55: endif;
56: ondit;
57: fr <all files chosen to be copied before execution> do

58: <send a message of type M5 (file copy request) to the
59: filesystem_manager on this node>;

60: it <files neeed copying> -tn
61: <wait for a message from the fileLsystem_nanager>;
62: endif;
63: fX= <each node i chosen to execute parts of the
64: work request> I
65: <send a message of type M6 (process activation request)
66: to the processmanager on node i>;
67: endfor;
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68: repeat
69: <wait for a termination message from a processanager
70: or a request to terminate the command file from
71: the process..anager that activated this
72: task,.stjmanager>;
73: If <this is a termination message from a
74: procesasanager> then
75: <mark the terminated task as completed in tg^>;
76: <send a message of type M4 (file release request)
77: to the file.systen.manager on this node>;
78: it <the termination status indicated that the
79: process terminated due to an error> tn
80: fr <each node i still running parts of this
81: work request> a
82: <send a message of type MT (process kill request)
83: to the procesjsmanager on node i>;
84: endfor;
85: endif;
86: else
87: fZr <every task of the work request> do
88: iL <the task has not completed> then
89: <send a message of type 17 (process kill request)
90: to the processmjanager responsible for
91: the task>;
92: endif;
93: endfor;
94: break; { exit the loop I
95: endif;
96: unl <all tasks have terminated>;
97: endwhile;
98: end tasksetManager;

1.1.3 f±s. stmaIWaMr.
I1: 2roges fileL_system_manager;

2: { Every node possesses one of these processes. This process
3: satisfies various requests concerning the file system.
4: This is accomplished by communicating with the
5: filesetjnanagers on all nodes. }
6:
7: YaUI
8: msg: messagepointer;
9: favptr: file_availability-rec-.pointer;
10: flrprt: filelock and_release_rec__pointer;
11:
12: beizin
13: "92
14: <wait for a message of any type (let msg point to
15: the message)>;
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16: SAM msg .message_type 9f
17: Hi: [ file availability information request I
18: begin
19: new (favptr);
20: <insert the record favptr points to into the
21: list of fav..ecs>;
22: <record names of files identified in msg^>;
23: fX= <each node i> IQ
24: <send a message of type M8 (file availability
25: request) to the file_set_manager on node i
26: that contains the names of all files>;
27: endfor;
28: MA;
29: M3: [ file lock and release request I
30:
31: new (flrptr);
32: <insert the record flrptr points to into the
33: list of flrrecs>;
34: foZ <each node i> IQ
35: <send a message of type M9 (file lock and
36: release request) to the fileset jnanager
37: on node i that contains the names of all
38: files from msg^ that are identified
39: as being located at node i>;
40: endfor;
41: end;
42: M4: { file release request I
43: begin
44: for <each node i> 4o
45: <send a message of type M10 (file release
46: request) to the file-setmanager on
47: node i that contains the names of all
48: files from msg^ that are identified as
49: being located at node i>;
50: endfor;
51: A=
52: M5: f file copy request }
53: bexin
54: new (fmvptr);
55: <insert the record fmvptr points to into the list
56: of fmy_recs>;
57: f=r <each file'named in msg^> A2
58: <insert the file name into fmvptr^>;
59: <send a message of type M11 (create file
60: request) to the filesetmanager on the node
61: where the file is to be copied>;
62: endfor;
63:
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64: M12: { file availability info from fileset-manager I
65. begin
66: <let favptr point to the favrec that msg^
67: is a response to>;
66. <fill in the availability information in favptr^>;
6, < : U <responses from all filesetmanagers
70: have been received> thn
71 : <send a message of type M16 (file availability
72: information) to the task_set_manager

73: identified 11v a field of favptr^>;
o7 4: endif;

75: SAM
76: M13: f lock and release results from file_set_manager }
77: beg=
78: <let flrptr point to the flr_rec that msg"
79: is a response to>;
80: <fill in the lock and release results in flrptr^>;
81: if <responses from all file.setpanagers
82: that were contacted have been received> thn
83: <send a message of type M17 (results of file
84: lock & release request) to tasksetanager
85: !denc,;lled fL; i r flrptr^>;

88: M14:{result of file creation req. from filesetmanager}
89: bettin
90. { This message is part of a series of messages
91: used to copy a file from one node to another.
92: At this point, file processes have been
93: activated at both the sending and receiving
94: nodes. The next step is to send a signal to
95: the sending process to begin transmission. I
96; <send a message of type M18 (signal to begin copy)

97: to the sending file process in the copy
98: operation>;
99: end;
100: M15: { copy completion signal from a file process I
101: begin
102: <let fmvptr point to the fmv_.rec that msg^
103: is a response to>;
104. <record in fmvptr^ that the copy operation
105 indicated in msg^ han been completed>;

106. IL <all copy operations have been completed> W=
107: <send a message of type M19 (results of file
108: copy request) to the task_set_anager
109: identified by a field of fmvptr^>;
110: endif;
111: ed;
112: endcase;

114: filesystemanager;
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1: nrocess processorutilization_manager;
2: { Every node possesses one of these processes. This process
3: records the latest processor utilization information received
4: from each node's processor_utilization.monitor; it provides
5: task set_managers with this information on demand; and if it
6: does not hear from a processor_utilizatio .monitor within a
7: particular interval of time, it records the processor as down
8: and attempts to contact that processorutlizatio..onitor. }
9:

10: Yjj
11: msg: message__pointer;
12: pcutil: a [NODES_.OFTHFNET) oL po_util.ization;
13:
14: begin
15:
16: <wait for a message of any type (let msg point to
17: the message)>;
18: case msg^.messageLtype of
19: M2: { pc utilization information request I
20: beiin,
21: <send a message of type M20 (pc utilization
22: information) to the task_set_manager that
23: sent the message and is identified in msg>;
24: end;
25: M3: { pc utilization information from monitor }
26: begin
27: <record information in msg^ in poutil [msg^.node]>;
28: <reset deadman timer for information arriving
29: from node msg^.node>;
30: a=
31: 1422: { deadman timer signal - this indicates that a
32: processor_utilization.jonitor has not reported
33: within the required timo }
34:
35: poutil [msg^.node] := NOT_AVAILABLE;

36: <send a message of type M23 ("are you alive?"
37: query) to the processor_utilization_monitor

38: on node msg^.node>;
39: and;
40: endcase;
41: enlo;

42: nd processorutilizatiortmanager;
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1.1.5 frog sga ..UJJyAAL= Monitor

1: process processor_utilizationmonitor;
2: { Every node possesses one of these processes. This process
3: records various performance measurements and computes a
4: processor utilization value that is periodically transmitted
5: to all processorutilizationrmanagers. )
6:
7: begin
8: 1=
9: <gather performance measurements>;
10: <compute processor utilization value>;
11: fLr <each node i> do
12: <send a message of type M21 (processor utilization
13: information) to the processor_utilizationmanager
14: on node i>;
15: nf ;
16: <sleep until it is time to gather more measurements>;
17: <wait until it is time to gather more measurements
18: or a message from a processorutilization..manager
19: arrives>;
20: endlooD;
21: end processorutilizaticn_onitor;

1.1.6 ProcesHa&Uaa R
1: process processmanager;
2: { Every node possesses one of these processes. This process

3: manages the processes that are executing on its node. }

5: Yar-
6: pcbptr: process_control bloc&_pointer;
7: process_name_table: processnametopcbptr-jnap;
8: msag: message__pointer;
9:

10: bein
11: .12=
12: <wait for the arrival of a message (let msg point
13: to the message)>;
14: aM msg^.messagetype 9Z
15: M6: { process activation request }
16: begin
17: iL <process type is an object file> thn
18: new (pcbptr);
19: <record process identifying information
20: and pcbptr in processnametable>;
21: <fill in the necessary information in pobptr^>;
22: <initiate the loading of the process>;
23: Ain
24: taskset..anager (CMNDFILE, msg^.filedescriptor);

25: <record process identifying information
26: and task_setmjanager identification in
27: prooess_nametable>;

Georgia Institute of Technology FDPS Control

_____ ____



Page 174 CONTROL MODEL PSEUDO CODE Appendix 1

28: enif;
29: Aid;
30: M7: { process kill request }
31: begIn
32: <find the process in process_.nametable>;
33: i1 <the process is an object file> then
34: <terminate the process>;
35: <unload the process>;
36: <dispose of the process control block>;
37: <send a message of type M24 (process
38: termination message) to the task.setpjanager
39: that activated the process>;
40: ZIM { the process is a command file }
41: <send message of type M25 (request to terminate
42: the execution 9f a command file) to the
43: task._setmanager executing this command file>;
44: endif;
45: mid;
46: endease;
47: endoop;
48: eMd process manager;

1.1.7 lJJ& AM M At U

1: 9Xgg= file_setmjnanager;
2: { Every node possesses one of these processes. This process
3: manages the files located on its node. }
4:
5: Yna
6: msg: message_.pointer;
7: file_directory: filelocationinformation;
8:
9: begin

10:
11: <wait for the arrival of a message (let msg point
12: to the message)>;
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13: I= msg".messagetype St
14: MS: { file availability request )
15: )a=a
16: fZ= <each file named in mag^> do
17: <search for the file>;
18: iL <the file was found> Mhen
19: At <the file is free> then
z3: <reserve the file>;
21: <record the desired access to the file>;
22: <note that the file is available>;
23: eUs
24: At <the desired access to the file
25: is READ> jad <the access already
26: granted to the file is READ> thn
27: <note that the file is available>;
28: Ais
29: <note that the file is not available>;
30: endif;
31: endif;
32: Se
33: <note that the file is not available>;
34:
35:
36: <send a message of type M12 (file availability
37: information) to the filesystekmanager
38: on node msgA.node>;
39: MA;
40: H9: f file look and release request }
41: bey-in
42: fXr <each file in msg^> dA
43: <search for the file>;
14: <the file was found> the
45: <lock or release the file as requested>;

46: Ala
47: <note that request could not be satisfied>;
48: endif;
49: endfor;
50: <send a message of type M13 (results of file lock
51: and release request) to the filesystem_manager
52: on node msg^.node>;
53: ed
54: M1O: f file release request }
55: kn.t
56: fo= <each file in msg^> do
57: <search for file and release the lock on it>;
58: and=or;
59: aid;
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60: M11: { file creation request I
61: bag=
62: <create an entry for a new file in file_.directory>;
63: <activate a file process for the file>;
64. <send a message of type MI4 (results of file
65: creation) to the file_system_manager on
66: node msga.node>;
67: . .;
68. Baum;
69: U&loo;
70: Sn fiue _ oet_mnager;
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1.2 Pauedo od fr Ma D.SZ Contzl A~f

1.2.1 33at m jnL tt=r
Same as XFDPS.1.

1.2.2 Zaa& 4W& NUM

XFDPS.1 with the following changes:

25: <send a message of type M2 (file availability request) to
26: the file.systemanager on node 1 that contains the
27: names of files needed for this work request>;

44: <send a message of type M3 (file lock and release request)
45: to the file.systeajanager on node 1>;

76: <send a message of type M4 (file release request)
77: to the file_system.manager on node 1>;

1.2.3 LU S.yam kAnM
(complete replacement)

1: process file_systeuj.anager;
2: { This process resides on node 1 and satisfies various requests
3: concerning the file system. This process maintains the
4: centralized file system directory. }
5:
6: yja
7: mag: message.pointer;
8:
9: beain

10: 1=
11: <wait for a message of any type (let msg point to
12: the message)>;
13: Sas mag .messagetype SL
14: Ml: f file availability information request }
15: bemin
16: fLr <each file named in mag^> A2
17: <search for the file>;
18: if <the file was found> then
19: fLr <each node i> do
20: It <the file is free on node i> MM
21: <reserve the file>;
22: <record desired access to the file>;
23: <note that the file is available on
24: node i>;
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25:
26: .I <the desired access to the file
27: is READ> A <the access already
28: granted to the file is READ> then
29: <note that the file is available on
30: node i>;
31: ILae
32: <note that the file is not available
33: on node i>;
34 : endif;

35: endif;
36: endfor;
37: els
38: <note that the file is not available on
39: any node>;
40: endft;
41: endfor;

42: <send a message of type M12 (file availability
43: information) to the task_set_manager requesting
44: the information>;
45: A=
46: M3: [ file lock and release request }
47: begin
48: fLr <each file in msg^> do
49: <search for the file>;
50: I <the file was found and is present
51: on the node specified> thn
52: <lock or release the file as requested>;
53: Se
54: <note that request could not be satisfied>;
55: endif;
56: endfor;
57: <send a message of type M13 (results of file lock
58: and release request) to the taskset-panager
59: that made the request>;
60: enA;
61: M4: ( file release request )
62: begi
63: fr <each file in mag^> 4o
64: <search for file and release the lock on it>;
65: endfor;
66: end;
67: endcase;
68: endloon;
69: MA filesystem_jnanager;
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1. . Enaa .UJaaaafMNWMz
Same as XFDPS.1.

1.2.5 ZfRg9.U.3 DILtM±jUU2 n1&Qrd
Same as XFDPS.1.

1.2.SZCN laAMM
Same as XFDPS.1.
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1 .3 Zado Cf t olr M JDPj Contol HaJ

1.3.1 Szstn ALUMMa~g
Same as XFDPS.1.

1.3.2 ZAAILA" Ua

Same as XFDPS.1.

1.3.3 E1.1 &zA&A Ibanar

XFDPS.1 with the following changes:

23: <send a message of type M8 (file availability
24: request) to the file__setmanager on the same node
25: as this file__systemnanager>;
26:
27:

69: IL <this response is from this node> a
70: <all files have not been found available> tnJ
71: for <every other node i> Ao
72: <send a message of type M8 (file availability
73: request) to the file__set_manager on node i>;
74: endfor;
74a: g
74b: I <responses from all filesetmanagers have been
T4c: received or all files have been found locally> then
74d: <send a message of type M16 (file availability
T4e: information) to the taskset_manager identified
74f: by a field of favptr^>;
'(4g: endif;
74h: endif;

1.3.4 grooess Rtj&= II MQn

Same as XFDPS.1.

1 .3.5 Progessor 9j..iaaL±Q onJ.Xr
Same as XFDPS.1.

1.3.6 ProcesaASSL

Same as XFDPS.1.

1.6.7 Fie Aet Ma-ar
Same as XFDPS. 1.
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1.4 Pauedo Zgaa X=r.t, z Pa Catgo

1*.4 -1 hALMU ZAUAUnr
Same as XFDPS.1.

1.4.2 ZA& mMMnUM
Same as XFDPS.1.

1. 4.3 LUA 1Asw l&U naLg
1 : oroces fileL_systek _manager;
2: f Every node possesses one of these processes This process

3: satisfies various requests ooncerning tte f.le system and
4: helps maintain the redundant copies of ihe file system
5: directory. }
6:
7: YaL
8: msg: message_.pointer;
9:
10: beein
11: loo
12: <wait for a message of any type (let mag point to
13: the message));
14: case msEg.messagetype g
15: M1, M3, H4: { availability, look, and release requests }
16: beein
17: <place the message on the queue of file system
18: requests arriving at this node>;
19: MA;
20: CV: { control vector }
21: begin
22: while <the file system request queue is
23: not empty> do
24: <remove a message from the queue (let sag point
25: to the message)>;
26: SAs msg .messagetype L
27: Ml: { file availability information request I
28:
29: for <each file named in msg^> 4o
30: <search for the file>;
31: il <the file was found> then
32: X= <each node i> Ao

33: iL <file free on node i> W=
34: <reserve the file>;
35: <record the desired access

36: to the file>;
37: <note that the file is
38: available on node I>;
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39: els
40: I <desired access to file
41: is READ> A= <access
42: already granted is READ>
43:
44: <note that the file is
45: available on node i>;
46: eLs
47: <note that file is not
48: available on node i>;
49: endif;
50: endif;
51: endfor;
52:

53: <note that the file is not
54: available on any node>;

55: endif;
56: endfor;
57: <send a message of type M12 (file
58: availability information) to the
59: task_.set,.manager requesting the info>;
60:
61: M3: f file lock and release request }
62: begin
63: for <each file in msg^> _I
64: <search for the file>;

65: IL <the file was found & is present
66: on the node specified> the
67: <lock or release the file>;
68: SlA
69: <note failure to satisfy request>;
70: engif;
71: edo;
72: <send a message of type M13 (results of
73: file lock and release request) to
74: taskset-manager that made request>;
75: BA;
76: M4: [ file release request
77: begin
78: for <each file in msg^> .dQ
79: <search for file and release lock>;
80: S.ILWI
81: end;
82: A se;
83: e ;
84: <send a message of type UPV (update vector) to the
85: next tiode (according to the predetermined
86: ordering of nodes) containing the changes just
87: mod( to the file system directory>;
88:
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89: UfV: { update veAo.r }90
91: It <this UPV created by this node> th
92: <send a message of type CV (ountrol vector) to93: the next node (acoording to the predetermined
94: ordering of nodes)>;
95: A.I
96: <update the file system directory>;97: <send the message of type UPV (update vector)98: to the next node (according to the
99: predetermined ordering of nodes)>;

100: enif;
101: aid;
102: end.ase;
103: endl,1d ;
104: v file_systejzanager;

1.4.4 ProcQA Uilization M =r

Same as XFDPS. 1.

1.4~.5 2msaar Util~Aaklogn ~
Same as XDPS.1.

1. 4.6 Z .lU ikaS.
Same as XFDPS.1.
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1.5 Pauo Cda fXr .M 2j= Control Model

1.5.1 kLm Initiator

Same as XFDPS.1.

1.5.2 JLAk AS& kMnL& r

Same as XFDPS.1.

1.5.3 Zie uAnk M angr.

Same as XFDPS.1.

1.5.4 Process Utilization a AUSEar
Same as XFDPS.1.

1.5.5 Processor Uilization MIotor

Same as XFDPS.1.

1.5.6 Proess MuanoEr

Same as XFDPS.1.

1.5.7 F& All Maasr
XFDPS.1 with the following changes:

20: <note that the file is available>;
21:
22:
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1.6 zmad tm I. jaL m , kaLtm ]ml

1.6.1 Amu& Z.Ln AI
Same as XFDPS.1.

1.6.2 ZU MLMM
XFDPS.1 with the following changes.:

75: tor <each task in the message> A.
76: <mark the task as ompleted in tsA>;
77: endfor;

87: fZr <every node i still exeouting parts of the work
88: request> Ad
89: <send a message of type HT (prooess kill request)
90: to the prooesspnager on node i>;
91: endfor;
92:
93:

1.6.3 LUIa hza M bMhUL
Same as XFDPS.1.

1.6. zu uu
Same as XFDPS.1.

1.6.5 Immu= Bhtu MUg aUL
Same as ZFDPS.1.

1.6.6 Procs Maa=

1: argM prooesa_pamager;
2: { Every node possesses one of these prooema. This prooess
3: manages the prooesses that are exeouting on its node. }
4:
5: vat
6: pobptr: prooens.oontrolblookjpointer;
7: prooesspmetable: prooesmajme.topobptr-.aP;
8: subtg: task jrapjpointer;
9: mg: message.polnter;

10:
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12:
13: <wait for the arrival at a message (let nag point
111: to the 3essage)>;
15: MMa a .message..type, at
16: H16: ( process activation request
17: Ai
18: new (subtg);
19: fo= <each task i im ms A
20: (record task i in subtg >;
21: It <task i names an object rile> tn
22: new (pobptr);
23: <record process identifying information
241: and pcbptr in process.nae_..table>;
25: <fill in necessary information in pcbptr^>;
26: (initiate the loading of the process>;
27: An
28: task..et...anager (CI4NDFILE, msg~.file_descriptor);
29: <record process identifying information
30: and task..setjanager identification in
31: process_name-table>;
32: edf
33: nfr
314: <link subtg onto the list of subtaskgraphs
35: executing on this node>;
36: MA
37: 117: ( process kill request
38: hfiE=I
39: <find the subtaskgraph. in the list of
410: subtaskgraphs executing on this node (let
411: subtg point to the subtaskgraph)>;
412: =r <each task i in subtgA> AQn
413: Lt <task i has not completed> .tWa
441: It <task i names an object file> .Lhs
115: <terminate the process>;
116: <unload the process>;
117: <dispose of the process control block>;
118: <mark task I as terminated>;
119: &Inj I the process is a command file
50: <send a message of type M25 (request to
51: terminate execution of command file) to
52: task..setjpanager running this cand file>;
53: sndif;
541: agL
55: nfr

Georgia Institute of Technology FDPS Control



Appendix I CORN ODSL PSI= OD W ?g* 187

56 L al the tasksn m abtg-hv oosaleted> Uhn

5?; <80Mt a nssage of type M24 (sbtaakgraph
586: terminstlo message) to the taskjaet-.sfaor
59: that activated the subtadkwaph>;
60: remove subts( fro the list of vsraPbs
61: executing on this node>;
62: dispoas (subtg);
63: m=1;

65:AM K
66: aJa
67: ad pvooes-as..muae
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